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Abstract

Combining transaction-level data with survey-based information from a large

consumer panel, we show that on average consumers form excessively high

expectations about future income relative to ex-post realizations after unexpected

positive income shocks. This systematic bias in expectations leads to higher

current consumption and debt accumulation as well as a higher likelihood

of subsequent default on consumer debt. A consumption-saving model with

defaultable unsecured debt and diagnostic Kalman filtering with consumers who

over-extrapolate income shocks rationalizes these findings. The model predicts

excessive leverage and higher subsequent default rates compared to a rational

expectations benchmark. Over-extrapolation of income expectations can contribute

to explaining state-dependent household debt cycles.
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I Introduction

Household debt cycles have been a focus of research in economics and finance since the

Global Financial Crisis. Spikes in household debt predict the eruption of economic crises

across space and over time in the US (Mian and Sufi, 2014) and globally (Reuven and

Lansing, 2010; Mian et al., 2017). Researchers have proposed arguments and produced

evidence consistent with both supply-side (e.g., Agarwal et al. (2017), Mian et al. (2020))

and demand-side drivers of household debt cycles (e.g., Bordalo et al. (2018); Bianchi

et al. (2021); Chodorow-Reich et al. (2021))

Due to their intrinsic co-determination, disentangling the roles of supply- and

demand-side drivers of household debt cycles using observational data is empirically

challenging. Separately identifying the roles of changes in credit supply and changes

in the demand for credit is hard when using aggregate macroeconomic data on household

debt and GDP growth, given that both channels might be affected by the same

unobserved shocks and can influence each other. At the micro level, testing directly

for a potential effect of demand-side channels, such as consumers’ expectations, on

households’ consumption and debt accumulation requires observing individual-level data

that include, at the same time, information about households’ income flows, spending, and

debt accumulation as well as direct elicitation of beliefs about future individual outcomes

and the subsequent realizations of these outcomes.

In this paper, we propose a unique setting to tackle these empirical challenges. Our

setting builds on transaction-level bank-account panel data for a large population, which

includes households’ debt and spending decisions as well as their consumer-credit limits,

income inflows, and demographic characteristics. The unique feature of this setting is

the direct elicitation of individuals’ expectations for their own income and debt capacity

through customized surveys that were administered repeatedly to the same consumer

population over time. This panel structure enables us to study the dynamics of beliefs,

consumption, debt accumulation, and debt outcomes within individuals, but also the
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comparison to past and future realized income. 1

Our setting provides us with direct measures of consumers’ beliefs, ex-post accuracy,

and choices. In each period, we observe not only consumers’ income inflows but also

the difference between realized flows and previous-period numerical income expectations

(contemporaneous unexpected income shocks). Moreover, in each period we can assess how

expectations about future income differ from subsequent income realizations—a direct

measure of the ex-post accuracy of consumers’ income expectations. In this way, we can

study directly how income expectations react when consumers face unexpected income

shocks and which consumption and debt choices agents make based on such expectations

dynamics.

We start by showing that the income expectations of the average consumer overreact

to unexpected income shocks after both positive and negative shocks. That is, after a

shock in either direction, expectations become systematically inaccurate in the direction

of the current shock relative to future income realizations. Moreover, the size of this

overreaction increases proportionally with the size of the unexpected income shock. The

emergence of extrapolative income beliefs is not explained by a rich set of individual-

level demographics, locations, or occupations, which we proxy with the industries in

which consumers work. At the same time, demographics are important to understand

the cross-sectional variation in the size of the belief mistake, which is larger for lower-

income consumers, for consumers who face more volatile income flows, and for younger

consumers. Facing larger income shocks increases also the second moment of consumers’

income expectations—an effect that looms larger for negative shocks than for same-size

positive shocks.

To better understand the economic channels that drive these results and obtain

additional predictions to test empirically, we propose a simple theoretical framework of

the intertemporal consumption choice problem featuring extrapolative expectations. In

the framework, we use the diagnostic-expectations formulation of Bordalo et al. (2018) as

a microfoundation of consumer expectation-formation process. This choice is motivated

1For a recent review of survey-based research in economics, see Haaland et al. (2021). Examples in
macroeconomics include Bachmann et al. (2013), ?, D’Acunto et al. (2021b), and Coibion et al. (2023)
among others.
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by our results that consumers overreact to the unexpected component of income shocks,

which suggests that they put excessive weights on the states of the world that have

objectively become more representative of future states based on observed realizations.

In this framework, a larger deviation between expected future income and realized

future income predicts higher current consumption and, when consumers are allowed to

borrow to finance current consumption, higher current borrowing and a higher likelihood

of subsequent default. We find empirical evidence consistent with these three predictions:

the larger is the difference between consumers’ expected income and their realized future

income, the larger is the present-day increase in spending and next period’s stock of debt

as well as the likelihood of default.

Once augmented with time-varying income volatility, the theoretical framework

predicts that the consumption responses to unexpected income shocks should be

asymmetric around zero: negative shocks should loom more than same-size positive

shocks—a prediction for which we also find evidence in our data. This finding is important

to microfound the aggregate dynamics of household debt cycles with inaccurate beliefs

because existing literature shows that the buildup of spending and borrowing in times of

positive GDP growth shocks is slower than the sudden drop in spending and borrowing

after negative shocks (Mian, Sufi, and Verner, 2017).

Overall, our results provide direct micro-level evidence of a demand-side channel that

might help explain the dynamics of household debt cycles across space and over time: the

average consumer forms systematically excessive beliefs about future income when facing

unexpected positive income shocks. She consequently raises more debt to finance higher

current spending and, once subsequent income does not reach the expected levels, she is

more likely to default.

Given the panel structure of the data, we can isolate the effects of biased belief

by exploiting the emergence of idiosyncratic income shocks across consumers who make

decisions at the same point in time by using within-individual variation in expectations

and outcomes over time. Because we observe elicited expectations and outcomes for the

same individual over time, our empirical analysis can also abstract from aggregate shocks

that affect all consumers at the same point in time, such as the COVID-19 pandemic,
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which falls within our sample period.

At the same time, the individual-level channel we document can be important to

understand aggregate dynamics of household debt cycles around economy-wide shocks:

in the aggregate, in times of positive GDP growth more and more consumers might face

unexpected income shocks and hence, through extrapolative income expectations, a larger

fraction of consumers increases consumption and debt accumulation. By contrast, when

GDP growth turns negative, more and more consumers face unexpectedly negative income

shocks, drop their consumption and borrowing, and are more likely to default.

Inspired by this consideration, in the last part of the paper we investigate to what

extent the micro-level demand-side channel we document might help us understand the

dynamics of household debt cycles in the aggregate. To this aim, we estimate a structural

model that incorporates diagnostic expectations with defaultable debt into a standard

consumption model with incomplete markets and heterogeneous agents. We use this

model to perform two exercises. First, we show that the model is successful in replicating

the relationships between expectation errors and consumption, debt, and default choices

we observe in the data with standard parametrizations.

As a second exercise, we simulate a heterogeneous-agent economy to isolate the

effects of diagnostic expectations on aggregate consumption, debt, and default dynamics.

We find that diagnostic expectations amplify the effects of positive income shock on

income expectations and consumption. For this reason, agents who form expectations

diagnostically start to accumulate more debt after positive income shocks relative to

agents who learn rationally. Once we remove positive shocks, default risk increases

substantially, but only with diagnostic expectations.

Overall, our simulation based on the structural model implies that diagnostic

expectations can generate dynamics that are consistent with facts about household debt

cycles documented in the literature. For instance, the fact that elevated consumer

sentiment implies higher subsequent debt growth (López-Salido et al., 2017), and that the

end of a booming period usually coincides with times of high financial fragility (Greenwood

et al., 2019; Maxted, 2023).

Note that our paper does not argue that supply-side channels are irrelevant to explain
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the dynamics of household debt cycles. To the contrary, credit limits and, more broadly,

consumers’ debt capacity are determined not only by consumers’ income but also by

banks’ credit decisions. For instance, Aydin (2022) and Yin (2022) document the impact

of supply-side forces on credit uptake and consumer spending by exploiting randomized

increases in credit-card limits. Also, we microfound extrapolative expectations with

the diagnostic framework because such framework is portable to various theoretical and

empirical applications in economics, but we do not argue that diagnostic expectations

are the only theoretical underpinning of the expectations-formation process that can be

consistent with our results. Other forms of extrapolative expectations might also be

consistent with some or all our results (for instance, see Barberis et al. (2018) and Barberis

(2018)).

Our paper contributes to at least three strands of literature. First, it contributes

to the study of the drivers of credit cycles. Theoretically, two categories of explanations

emerge. On the one hand, financial frictions in the corporate and household sectors can be

an amplification mechanism that induces cycles in credit supply (for instance, see Kiyotaki

and Moore (1997), Gertler and Kiyotaki (2010), Brunnermeier and Sannikov (2014), He

and Krishnamurthy (2019), Li (2019), and Mian et al. (2020)). On the other hand, beliefs

and hence a demand channel can be relevant. For instance, beliefs might change when the

incentives of producing information change over time, thereby inducing swings in asset

prices and macroeconomic fluctuations (Gorton and Ordoñez (2014), Dang et al. (2020)).

Alternatively, consumers’ extrapolative expectations can generate credit cycles (Bordalo

et al. (2018), Bianchi et al. (2021), L’Huillier et al. (2023) and Bordalo et al. (2021)). Our

paper provides empirical evidence at the micro level consistent with a demand channel

based on consumers’ beliefs even though, as Krishnamurthy and Li (2020) suggest, both

supply- and demand-side channels are likely to be important to explain credit fluctuations.

On the empirical side, the analysis of credit-cycle fluctuations so far has mostly

focused on aggregate economy-wide or regional-level data.2 In our paper, we focus on

2See, for instance, see Bordo et al. (2001), Borio and Lowe (2002), Claessens et al. (2010), Reinhart
and Rogoff (2009), Borio and Lowe (2013), Jordà et al. (2013), Baron and Xiong (2017), Greenwood
et al. (2020), Krishnamurthy and Muir (2017), Mian and Sufi (2018), Mian et al. (2020), and Baron et al.
(2020), among others.
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the household sector and contribute by providing micro-level evidence in a panel dataset

that allows us to uncover how unexpected income shocks can induce over-reaction about

future income, which leads to overreaction in total borrowing and to higher default rates.

The second area to which we contribute is the rich literature on the marginal

propensity to consume out of income shocks (Parker et al., 2013; Fuster et al., 2020;

Kueng, 2018; Olafsson and Pagel, 2018; Baugh et al., 2021; Fagereng et al., 2021)3. While

most previous literature looks directly at the relationship between shocks to income and

consumption, we document evidence that income shocks affect consumption also through

a biased belief channel. Moreover, thanks to the richness of our transaction-level data, we

can also provide evidence on the effects of income shocks not only on consumption but

also on borrowing outcomes and subsequent default.

Lastly, this paper contributes to the growing literature on the role of beliefs in

explaining consumers’ spending-saving decisions (see DellaVigna (2009) and Benjamin

(2019) for a review). In earlier work, Ameriks et al. (2016), Ameriks et al. (2020),

and Ameriks et al. (2020) document the role of survey-elicited beliefs on retirement

choices. Manski (2004), Ameriks et al. (2020), Giglio et al. (2021), and Beutel and

Weber (2022) study the relationship between beliefs and stock-market investments. Bucks

and Pence (2008), Bailey et al. (2019), and Kuchler et al. (2022) analyze how beliefs

affect mortgage leverage choices. Our work builds on this literature by exploring a series

of quantitative surveys matched to transaction-level data on consumer spending-saving

decisions. D’Acunto et al. (2021b, 2022) and Coibion et al. (2022) assess the effect of

macroeconomic expectations, namely inflation expectations, on households’ consumption,

saving, and borrowing choices. In this paper, we provide direct evidence on the

role of income expectations and their departure from rational expectations in driving

consumption, borrowing, and default outcomes.

3See Attanasio and Weber (2010) and Jappelli and Pistaferri (2010) for a review before 2010.)
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II Theoretical Framework

Before describing our empirical setting and results, we propose a simple theoretical

framework to clarify the assumptions that, in a partial equilibrium intertemporal

consumption optimization problem with extrapolative expectations, produces the three

predictions we test in the data.

A. Intertemporal Consumption Optimization with Extrapola-

tive Expectations

We consider the standard lifetime consumption optimization problem of a consumer whose

preferences display constant absolute risk aversion (CARA) with coefficient of risk aversion

γ subject to a standard budget constraint. In each period, agents’ asset holding a depends

on the previous period’s savings, that is, the difference between past asset holding and

consumption c, and income y:

max
ct

E0

[
−1

γ

∞∑
t=0

βte−γct

]
,

where β reflects the rate of time preference.

s.t. at+1 = R(at − ct + yt).

Moreover, we assume that income evolves as an AR(1) process that follows:

yt+1 = yt + εt+1,

where εt+1 is an innovation that follows a standard normal distribution, i.e. N(0, σ2).

A neoclassical agent would form full-information rational expectations over this income

process.

In this model instead, we consider a diagnostic-expectations agent, who overweights

the most recent news about income because such news provide information about states

of the world that have objectively become more likely after the innovation. This intuition
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captures the kernel of truth feature of the representativeness principle, which microfounds

diagnostic expectations in settings such as Bordalo et al. (2018). We consider this specific

form of extrapolative expectations in our framework because it has been shown portable

across several economic settings and is consistent with evidence from the laboratory.

Specifically, our framework assumes that the representative consumer puts a positive

weight (θ > 0) on contemporaneous income shocks when forming expectations about

future income, which implies the following form of income expectations4:

yθ,t+1 = yt + θεt. (1)

The first order conditions with diagnostic expectations imply a closed-form optimal

value of current consumption that differs from its neoclassical counterpart: the

consumption rule is augmented so that it also depends on current unexpected income

shocks (news relative to past expectations, εt):

ct =
r

R
at + yt −

log(βR)

rγ
− γσ2

2r
+
θ

r
εt. (2)

Due to the additional last term relative to the standard neoclassical consumption

rule, the current consumption of an agent with diagnostic expectations will be higher

than a neoclassical agent’s if current unexpected income shocks are positive (εt > 0), and

lower otherwise, which leads to the following proposition:

Prediction 1 (Consumption). For a diagnostic-expectations agent, current

unexpected positive income shocks increase current consumption relative to a neoclassical

agent, whereas current unexpected negative income shocks reduce it. These differences

increase with the size of the shock.

In this setting, agents can borrow to finance current consumption at the expense of

future wealth. Therefore, higher current consumption after unexpected positive income

shocks implies higher current borrowing and higher future debt for diagnostic agents

4The detailed derivation of the functional form based on diagnostic expectation follows directly from
Bordalo et al. (2018).
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relative to agents with rational expectations. We thus also assess the probability that a

diagnostic-expectations agent default on her debt relative to the neoclassical counterpart.

Given the standard budget constraint, we can define the probability of default of the

representative consumer as the probability that the growth of wealth in the next period

falls below an exogenous threshold (ψ)5, which is distributed according to a standard

normal distribution function:

pd,t+1 = Pr (at+1 + yt+1 < ψ)

= Φ

(
ψ −R(at − ct + yt)− yt

σ

)
.

Because current consumption, ct, is higher after unexpected positive income shocks

than for a neoclassical agent, future wealth is lower and hence the likelihood that the

sum of future wealth and future income falls below the default threshold is higher than

for a neoclassical agent, ceteris paribus.6 Note that the larger is the current unexpected

positive income shock, the higher is the probability of default.

Prediction 2 (Debt and Default). A diagnostic-expectations agent borrows more

than a neoclassical agent after unexpected positive income shocks and faces a higher

probability of default. These differences increase with the size of the shock.

B. Introducing Time-Varying Income Volatility

So far, we have compared the consumption and borrowing choices of a diagnostic-

expectations consumer relative to a neoclassical consumer in a setting in which income

followed a simple AR(1) process. Because all the differences between these two agents

boil down to the assumptions we make about the dynamics of income, and hence

income expectations, assessing the role of diagnostic expectations in a setting in which

5Our baseline framework does not allow for strategic default. We assume a consumer’s default choice
follows a threshold rule over the amount of savings, ceteris paribus. This assumption is motivated by
the micro-foundation of the previous literature that studies household debt and default behaviors (e.g.,
Livshits et al. (2007)). When the value of choosing to default does not change with the amount of debt
and the value of repaying is decreasing in the debt level, the default decision follows a simple threshold
rule over total wealth.

6The opposite is true if the diagnostic-expectations agent faces an unexpected negative income shock.
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income follows a law of motion that is closer to what earlier research has documented in

observational data is important.

Time-varying volatility of individual-level life-cycle income is an important feature

that earlier research based on micro-level data has documented (for instance, see Guvenen

and Smith (2014); Fagereng et al. (2018); Chang et al. (2021)). Incorporating this feature

in our simple setting provides richer predictions on the differences between diagnostic-

expectations and neoclassical agents’ consumption choices. To see this, assume that

income follows a process in which volatility increases with the size of the current income

shock, which is distributed according to a standard normal distribution:

yt+1 = yt + σt+1εt+1

εt+1 ∼ N(0, 1)

σ2
t+1 = α0 + α1(σtεt)

2,

with the restriction that7

ωt = 1 +
α1

α0

(σtεt)
2 <

(
1 +

1

θ

) 1
2

.

Then the expectations of future income of a diagnostic-expectations agent follows

Et[yθ,t+1] = Et[yt+1] + θ̃ (yt − Et−1[yt])

σ2
θ,t+1 = σ2

t+1

1

1− θ(ω2
t − 1)

θ̃ = θ
ω2
t

1− θ(ω2
t − 1)

.

We can thus write the dynamics of income for a diagnostic-expectations agent as follows:

7This condition ensures that the variance does not increase excessively, and thus diagnostic
expectations are normalizable. This condition always holds in the limit of rational expectations. See
Bordalo et al. (2018) for more details.
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yθ,t+1 = yt + θ̃εt + εθ,t+1,

and the first order conditions from the Euler equation imply the following closed-form

expression for optimal current consumption:

ct =
r

R
at + yt −

log(βR)

rγ
−
γσ2

θ,t+1

2r
+
θ̃

r
εt. (3)

We can see that in this case higher current-income volatility, σ2
t , increases both

σ2
θ,t+1 and θ̃ and hence negative realizations of εt reduce optimal current consumption by

more than same-sized positive realizations increase it.

Prediction 3 (Asymmetry). When facing time-varying income volatility, a

diagnostic-expectations agent cuts current consumption after negative unexpected income

shocks by more than she increases current consumption after same-sized positive

unexpected income shocks.

III Institutional Setting and Data

We collaborate with a large Chinese commercial bank that operate across the whole

country to obtain transaction-level information on a large representative sample of

consumers. We also field a customized survey on these customers to elicit a set of

individual-level economic expectations through multiple survey waves. The bank operates

nationally and is among the top 10 commercial banks in China by total assets. In 2020,

the bank’s total assets amounted to more than one trillion dollars. Because of the broad

customer base of this bank, the random sample for which we obtain data and elicit

expectations is representative of the Chinese banked population.

We obtain debt data at the consumer level from the Credit Reference Center of the

People’s Bank of China (China’s official credit registry), based on the reference reports

retrieved by the bank. The Credit Reference Center aggregates personal credit information

11



from all financial institutions. This feature is crucial for our analysis because we can

observe the amount of debt raised in each period by the consumer across all the financial

institutions she can access and not just the specific bank with which we cooperate.

A. Primary Banking Institution: Sample Restrictions

The credit registry does not collect spending information. To study consumption choices,

we thus need to rely on transaction-level data within the bank. This feature of our design

raises the concern that consumers might have multiple bank relationships and multiple

spending accounts. In this case, we would only observe a fraction of consumers’ overall

spending. To tackle this concern, we follow recent research that also uses single-provider

transaction-level data (e.g., see Ganong and Noel (2019)) and impose two restrictions on

the accounts that enter our empirical analysis to capture consumers who are most likely

to use the bank with which we collaborate as their primary banking institution.

First, we only consider consumers whose bank accounts include at least 15 outflow

transactions during the sample period. An outflow is any debit from a checking, saving,

or credit card account, including a cash withdrawal, an electronic payment, or a card

transaction. Imposing this criterion reduces the original sample by approximately 35%.

The second restriction we impose is that consumers’ income can be identified and

calculated directly by observing regular inflows to the bank’s checking accounts. This

restriction leads to a drop of about 10% of the observations in the overall sample.

B. Measuring Income and Spending

For our working sample, the transaction-level data allows direct measurement of income

inflows and spending outflows. In terms of income, we follow the steps the bank with

which we cooperate uses, which identify individual income following a classification rule

of regular inflows. The bank classifies income into three main categories: salary, business

cash flows, and cash flows from financial investments.

Salary is defined as the regular monthly income flow and bonuses if the customer

declares working as an employee. The bank calculates this number in one of two
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alternatives ways. First, if income is paid as a direct deposit from the consumers’

employers into the bank account, the number is directly labeled as salary in the bank’s

system. Otherwise, the bank can identify monthly income if the consumer’s social security

insurance, which is a fixed portion of the consumer’s income, is paid through the bank.8

Removing customers whose income cannot be identified and computed with certainty

reduces the sample by 10.3%.

As far as income from financial investments is concerned, the bank computes it as

the difference between the total inflows and the total outflows from agents’ investment

accounts. Income from business operations is the difference between total inflows and

total outflows of transactions that are categorized as business operations.

When aggregating all incomes in our sample, the split of the three components

is 62.33% from salary, 26.11% from business operations, and 11.56% from financial

investments. We can directly verify that these figures are not only representative of

the Chinese banked population but also accurately computed at the individual level

by matching the income computations at the consumer-year level from the bank to

individual-level data from the Chinese tax administrative agency. We report the results of

this comparison in Panel A of Figure A.1. The figure is a bin scatter plot that compares

the income computed by the bank based on transaction-level data based on the procedures

described above and the income the same individuals report to the Chinese tax authority.

We see a strong linear relationship between these two values, with a R2 of 78.26%, which

corroborates the quality of our income data and the fact that for the primary bank user

sample on which we focus, the bank does not appear to miss systematic sources of income

that are instead declared by users in their tax filings.

Moving on to the measurement of spending, we compute monthly total spending as

8In China, social security payments have six components: five types of insurance and a housing
provident fund. The types of insurance are paid as a fixed proportion of the worker’s monthly income.
One such insurance is retirement saving insurance, which is similar to the retirement savings plan in the
US. With a monthly income of 5,000 CNY, the monthly contribution is 8%. However, the income base
for social security is usually capped at the two tails of the income distribution. The numbers are different
by geographic area but are usually at 30% and 300% or 40% and 400% of the previous year’s average
income in that area. Therefore, for those who earn more than 300% of the last year’s average income in
the area, the total monthly payment is equal to 8%× 300%× Ȳ , where Ȳ is the previous year’s average
income in the area. The uncapped distribution is wide enough to cover most of the workers in China. In
our analysis, we remove the consumers in the capped regions from the final sample.
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the sum of all nondurable purchasing transactions from consumers’ checking account plus

the total amount of repayment of linked credit cards’ end-of-month balances between the

end of the last billing cycle and the current billing cycle. Debt is the sum of outstanding

interest-incurring balances on all credit cards and other unsecured personal loans that,

as we discussed above, we observe across all financial institutions with which consumers

have a relationship through the credit registry data.

C. Eliciting Income Expectations: Incentives and Data Quality

To elicit consumers’ expectations, we designed a short survey that the bank administered

to the consumers in our sample. To avoid consumers’ cognitive overload and disaffection

due to a time-intensive request, the bank limited the number of questions we could pose

to a total of 10 questions. We report our own English translation of the full survey (which

was administered in mandarin) in Appendix I.

The survey starts with indicating its purpose. On top of guaranteeing that survey

participants are fully informed about the aims of the study, this step also aims to avoid

that participants develop a strategic motive when answering. Indeed, respondents might

incorrectly infer that their answers would affect the types and quantities of financial

services the bank would offer them going forward. To reach both aims, the survey starts

by stating that the results will be used for academic research purposes and to “understand

the impact of credit cards on people’s lives. [The answers] will not, in any way, change the

types of financial products we provide”. This explicit framing was designed to minimize

the possibility that consumers provide answers that depart from their true beliefs in the

hope of obtaining better services from the bank if they provided distorted expectations.

Moving on to the questions, respondents are first asked to report their average income

over the previous six months. Because we observe income inflows in the data and we

restrict the sample to primary bank users, we can compare the answer to this question

to the actual income flows in the respondent’s account, which serves as a data quality

check: if we were concerned that many respondents answered our questions at random to

finish quickly and/or to provide false information on purpose, we would be able to detect

this behavior from the income question. Panel B of Figure A.1 is a binned scatter plot
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that compares reported income values in the survey with the same respondents’ income

flows computed from the bank’s account-level administrative data. The plot documents a

strong linear relationship. A regression between the two variables yields an R2 of around

72.56%. This evidence corroborates the validity and reliability of the survey’s answers.

As far as expectations about individual economic outcomes are concerned, we followed

state-of-the-art elicitation methodologies to elicit not only the first moment of income

expectations but also a full-blown subjective beliefs distribution ((Manski (2004)). To

obtain a first-moment point estimate, we ask:

What would your average monthly income most likely be in the next 6 months?

To elicit the full-blown beliefs distribution, asking consumers to report a probability

distribution directly is highly cognitive demanding and faces the concern that most

consumers might not have enough numerical literacy to understand what is a probability

distribution, which would invalidate the exercise by confounding actual beliefs with a

measure of respondents’ cognitive abilities, which in turn shape beliefs (D’Acunto et al.

(2019, 2021b)).

To tackle this concern, we rely on the triangular-distribution question design that was

recently proposed in economics research (for instance, see Guiso et al. (2002); Christelis

et al. (2020)). This design consists of asking respondents for a point estimate of the

numerical value of the expected minimum of a variable and the expected maximum. This

design allows us to compute the second moment of individual-level subjective expectations

after imposing the assumption that the distribution of beliefs is symmetric around the

midpoint between the minimum and maximum possible expect values.9

We elicit these value with the following two questions:

What would be the lowest possible level of average monthly income you believe you

would get over the next 6 months?

What would be the highest possible level of average monthly income you believe you

would get over the next 6 months?

9Eliciting also a subjective probability that the outcome falls above the midpoint typically results in
identical first and second moments, see, Coibion et al. (2023).
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Moreover, the survey includes a similar set of three questions that elicit respondents’

expectations about the future credit limits the bank is likely to set on their credit

cards to assess directly respondents’ beliefs about potential changes in the supply-side of

debt, which would affect respondents’ spending and borrowing choices above and beyond

changes in their own income.

The survey is filed in two rounds. Each round contains two waves sent to the same

participants. The first set of two waves were sent in January 2020 and July 2020 and

the second set were sent in January 2021 and July 2021. Overall, the surveys thus cover

consumers’ expectation over four six-month period. We supplement each of the two rounds

of surveys with consumer bank-account data over the periods before and after the surveys.

Because our administrative and survey-based data cover the same individuals

across several time periods, we can exploit variation in income expectations and

actual realizations and economic choices within individuals over time. Hence, we can

absorb systematic time-invariant unobserved characteristics across individuals that might

confound the relationship between income expectations and consumption/debt choices,

such as cognitive abilities and financial literacy. To ensure that we can control for

individual fixed effects, we include individuals that have completed at least three of the

four waves of surveys.

Moreover, by observing cross-sections of respondents across multiple time periods,

we can assess our baseline predictions within time periods. This allows us to absorb the

effects of aggregate economic shocks that all consumers faced at the same point in time.

This feature is important in our setting given that the early sample spans the times before

and after the start of the COVID-19 pandemic as well as periods in which the pandemic

had its utmost negative effect on economic outcomes and, possibly, on beliefs (January

to June 2020).

D. Summary Statistics

Table I provides summary statistics for our sample. Panel A summarizes consumers’

demographic characteristics and panel B the same consumers’ expectations as elicited
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from the survey. All variables are converted to US dollars for ease of interpretation and

are winsorized at 1-99% levels to reduce the influence of potentially extreme outliers.

In terms of demographics, the age distribution of the consumers in our sample

is symmetric around its mean (about 38 years old) and most consumers are in their

active working age—the interquantile range is between 29 and 46 years. Moreover, the

gender distribution of the sample is quite balanced and includes 51% women and 49%

men. These demographic characteristics of the sample dismiss a common concern with

transaction-level banking samples that tend to oversample male and younger consumers.

This balancing is important for the external validity of our analysis given that men and

women might differ systematically in the extent to which their expectations depart from

subsequent realizations, for instance due to the higher prevalence of overconfident beliefs

in men documented in other settings or relying on alternative information sources to form

expectations (D’Acunto et al., 2021).

Moving on to the actual administrative data on spending, income, debt, and saving

based on bank accounts, we see that the average monthly income is around $1,840, whereas

the average monthly spending is around $1,370. Both distributions are right skewed, even

though the spending distribution is more skewed. This can be seen by the fact that the

median income is about $1,160, whereas the median spending amount is only about $500.

Consumers have accumulated on average $18,504 in savings at the time of the first round

of surveys, but even in this case a fat right tail emerges—the median consumer has only

accumulated about $4,430 in savings.

On the debt side, we see that the average outstanding interest-incurring unsecured

debt is around $1,100. This figure masks substantial heterogeneity given that the median

consumer, in fact, has no interest-bearing unsecured debt outstanding. And, indeed,

conditional on holding a positive amount of debt, the average consumer had accumulated

about $2,600 in debt before the survey was administered. A simple calculation indicates

that around 42% of the consumers in the sample held positive credit card debt. This

figure is similar to the range of 40% to 60% found in the previous literature using data

on US consumers (Gross and Souleles, 2002; Zinman, 2009; Fulford, 2015). Note that

the amounts of debt consumers accumulate are, on average, substantially lower than the

17



credit limits they are assigned by all banks (on average about $12,000) and hence the

maximum amounts of debt they could raise. For this reason, most consumers in our

setting have substantial untapped debt capacity.

The bottom part of Table I reports statistics for the elicited point estimates and

ranges of consumers’ expectations about their income and updated credit limit over the

following six months. We can see that both the average and median expected income are

higher than the average and median incomes measured based on administrative bank data

for the six month period before the survey was administered. We can see this point more

directly from the distribution of the difference between consumers’ income over the six

months before the survey and their expected income over the subsequent six months: the

average and median values are respectively -$105 and -$129. Reported expected future

credit limits align with consumers’ income expectations in that they are also higher than

the existing credit limits at the time consumers are surveyed.

IV Unexpected Shocks and Expectations

The main empirical challenge the econometrician faces when trying to bring the three

predictions we propose to the data is the combination of consumer-level income shocks

in the current period as well as subjective expectation errors in the next period. That

is, we need to study how objective income shocks affect subjective forecast errors. Such

information typically cannot be measured in standard observational data that do not

include information on income expectations.

In our setting, we address this issue directly by first measuring consumers’

quantitative expectations of future income through our survey waves and observing their

ex-post income realizations based on transaction-level data. In this way, at each point in

time we have continuous measures of two crucial dimensions at the individual consumer

level: (i) the realized (and observed by consumers) income changes between the previous

period and the current period (∆Yt), and (ii) the deviation between current expectations

of future income and actual subsequent realizations of future income (EC [Yt+1]− Yt+1).
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Our estimates of income shock in period t is based on the following specification:

Yi,t+1 = ρj,k,aYi,t + ΓXi,t + εi,t+1. (4)

The estimation strategy is similar to the estimation of expected and unexpected tax

refunds in Baugh et al. (2021). In equation (4), Yi,t+1 is consumer i’s income in period

t+ 1, Xi,t is a set of consumer demographics that includes age, age-squared, educational

attainment, gender, the log of savings in the previous period, the log of the credit limit in

the previous period, city fixed effects, and industry × period fixed effects. The period is

defined as a half year to be consistent with the design of the survey. ρj,k,a is the persistence

of income at industry-city-age quintile level. We use the residual εi,t+1 as our measure of

objective income shocks in period t+ 1.

We first compare the objective income shocks derived from equation (4) with the

subjective income shocks we compute from the survey answers, which are the difference

between a consumer’s expected average income over the subsequent six months and her

actual average income over the subsequent six months. Figure 2 is a binned scatter

plot that plots the objective income shocks against the subjective ones. Panel A is the

raw measure, while Panel B uses the measures residualized by consumer demographics.

The plots show a linear relationship between the two measures. For the unresidualized

measure, the R2 is 0.53, indicating a high but far from perfect correlation between the

two measures.

Overall, although consumers appear to form expectations about income that are

on average positively correlated with actual future income shocks, the correlation is far

from 1 and there is scope for systematic deviations of expectations from ex-post realized

outcomes, which we investigate further in the next subsection.

A. Extrapolative Income Expectations

The measures of realized income, subjective income, and objective income dynamics

allow us to test directly whether unexpected current income shocks determine a larger

deviation of future income expectations from actual future income realizations. Hence,
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we can test whether, on average, the income expectations of the consumers in our data

are extrapolative like those of diagnostic-expectations agents. Running this test before

moving to the predictions about economic decisions (consumption and debt) is important

to assess whether our diagnostic-expectations interpretation has any scope in the data

and hence whether the predictions about consumption and debt we derived in our simple

theoretical framework can be brought to the data.

We start by presenting motivating evidence about systematic mistakes in consumers’

income expectations (income misbeliefs). Panel A of Figure 1 depicts a binned scatter

plot of ex-post realized income against ex-ante income expectations as elicited through

the survey. Both dimensions are positively associated, which indicates that consumers’

forecasts go on average in the same direction as realized values. However, Panel B plots

the forecast errors. The label EC [Yt+1] indicates that the expectation is subjective and

is measured from the perspective of the consumers. Figure 1 shows that, despite a linear

relationship between forecasted income and realized income, the distribution of forecast

errors is wide: the standard deviation of forecast errors is about one third of the size of

the standard deviation of the distribution of income.

We continue by assessing the relationship between current-period unexpected income

and misbeliefs about next-period income. Figure 3 reports a binned-scatter plots of

forecasts errors and unexpected income. In each of the four panels, the y-axes report

subjective forecast errors measured using next-period income realizations. In Panel A

and Panel B, the x-axes report the objective income shocks in the current period as

retrieved from equation (4). In Panel C and Panel D, the x-axes report the subjective

unexpected income shock in the current period. Consistent with Proposition 1, the plots

show a positive relationship between income shocks and income forecast errors irrespective

of whether income shocks are measured objectively based on the specification in equation

(4) or subjectively based on survey answers.

To move one step forward relative to the raw data, we estimate the following

specification:

EC [Yi,t+1]− Yi,t+1 = β(Yi,t − E[Yi,t]) +X ′i,tδ + η + νYi,t, (5)
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where X is a vector of individual-level characteristics that includes age and its square,

educational attainment, female indicator, the log number of weekly hours worked in period

t, the logarithms of monthly income and credit-card limits in period t− 1, which proxies

for consumer’s debt capacity, consumer expected income changes from period t− 1 to t,

and different sets of fixed effects (η).

The left-hand-side variable in equation (5), EC [Yi,t+1]−Yi,t+1, measures the subjective

expectation error at time t + 1. On the right-hand-side, Yi,t − E[Yi,t] = εi,t measures the

income shocks at time t. Our coefficient of interest is β, which estimates the marginal

relationship between current-period income shock and next-period expectation error. As

predicted by Proposition 1, β should be zero for an agent with rational expectations but

positive for an agent with extrapolative expectations.

Table II reports the results for estimating equation (5). Column (1) only includes the

unexpected income changes in period t as the right-hand-side variable. Column (2) adds

in individual characteristics X as controls. Column (3) controls for the city × year fixed

effects and industry fixed effects. In the end, column (4) further adds individual fixed

effects. Across all columns, β̂ is significantly larger than zero and quite stable regardless

of the specific set of characteristics that are kept constant.

Focusing on column (4), the inclusion city × year fixed effects absorbs shocks in a

year that might induce a structural change in the income processes of all consumers in the

same city. At the same time, the inclusion of individual fixed effects absorbs unobserved

individual-level characteristics that might induce negative auto-correlation of subjective

expectations across periods. As a result, our specification compares how larger income

shocks would induce the same individual to form larger expectation errors for future

outcomes. The estimate of β̂ in column (4) is 0.389, which means that for a one-dollar

unexpected income change in the current period the average consumer over-estimates her

income in the next period by about 39 cents. Mapped into equation (1), this estimate

implies a θ of 0.389 in the framework presented in Section II.

Note that in equation (5), we regress future forecast errors on current income

innovations. Because we observe subjective income errors for the same consumers over

more than two periods, we can also study the relationship between future forecast errors
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and current subjective income shocks. We report the results in Table A.1 in the Online

Appendix. The results of using subjective income shocks at time t are very close to those

we obtained when using the objective income innovation εi,t.
10

The results so far suggest that the expectations about future income of the average

consumer in our sample overreact to shocks to current income, which is consistent with

the notion of diagnostic expectations. If these patterns were attributable to diagnostic

expectations, though, we would also observe substantial heterogeneity in the association

between the size of observed income news and the inaccuracy of expectations about future

income across consumers. In particular, consumers who face more volatile incomes should

overreact more to unexpected income shocks relative to others, because they are more

likely to observe larger unexpected shocks.

To assess this potential source of heterogeneity in the data, we consider four proxies

for consumers’ income volatility – the actual implied standard deviation of the logarithm

of expected income growth; whether the consumer belongs to the bottom half of the

income distribution, which based on earlier research faces more volatile income realizations

(Fermand et al., 2023); consumers’ age, because incomes tend to be more volatile among

younger individuals; and consumers’ educational attainment, because incomes tend to be

more volatile among non-college-educated individuals.

Table III reports the results for estimating equation (5) in a form that includes

interactions with our four proxies for income volatility. The results show that the extent of

overreaction to unexpected news about income appears systematically lower for consumers

whose incomes are less volatile: consumers above the median of the income distribution

overreact less than others by about half; those whose implied expected income growth is

higher overreact by more; and, older consumers and college-educated consumers overreact

by less.

We continue to study the effects of income shocks on misbeliefs separately for the two

rounds of the survey, which allows us to assess if the extent of extrapolation varies across

the business cycle. The first wave, which happened at the onset of the COVID crisis,

10If the data generating process and expectation process indeed follow the assumptions in Section
II, beta estimated using subjective income shocks would be biased due to serial correlation between
expectation errors. However, the bias when θisaround0.4, as estimated in Table II, is very small.
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is characterized by heightened uncertainty about future economic activities and incomes

given the shutdown of multiple types of economic activities.11 At the time of the second

wave, instead, most areas in China had moved back to relatively normal business-cycle

conditions. We can thus use results from the two rounds of surveys to assess extrapolative

attitudes for income expectations during both recessions and expansions. The results

are shown in Table IV. In general, we observe over-extrapolation across both rounds of

surveys. At the same time, there is heterogeneity across the two periods. As shown in

columns (1) and (2), the degree of extrapolation is larger during the first round, which

indicates that the degree of extrapolation tends to be larger during economic downturns

and periods of heightened uncertainty about future economic conditions.

Overall, the expectations-formation process of the average consumer in our setting,

which we can observe directly rather than through revealed choices, is extrapolative and

appears consistent with the diagnostic-expectations framework based on which we have

obtained predictions for consumption and debt choices as well as subsequent likelihoods

of default.

V Extrapolative Expectations and Consumption,

Debt, Defaults

In this section, we move forward to bring to the data the predictions of our theoretical

framework regarding the role of unexpected income shocks on consumption and debt

choices.

Our first prediction relates to current consumption choices: because diagnostic-

expectations agents overestimate future income when facing positive unexpected income

shocks, we should expect higher current consumption induced by excess expected income,

and vice versa. We estimate variations of the following linear specification:

∆Ci,t = γ(E[Yi,t+1]− Yi,t+1) +X ′i,tδ + η + νCi,t, (6)

11In China, COVID induced a nation-wide lockdown starting at the end of January 2020. However,
most areas turned to relatively normal conditions around late February 2020 to early March 2020. Wuhan
was the latest city for which the lockdown policy was removed, which happened on April 8, 2020.
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where ∆Ci,t is the change in total non-durable consumption at time t relative to the

previous period (t− 1), and all other variables are defined as in equation (5). We report

the estimates in Table V. Column (1) considers a baseline univariate specification. In this

case, we can see that consumers who have income expectations $1,000 higher than future

actual realizations increase their current consumption by about $267 dollars more than

other consumers. The statistical significance and size of this association is similar once,

in column (2), we keep constant the characteristics we observe. Adding these controls

increases the explained variation of the individual current change in spending from an

R2 of 3.88% to about 28.93%, and yet the estimated association between excess income

expectations and change in spending barely changes.

Because expectation errors increase current consumption but not future realized

income, positive forecast errors induce consumption to deviate from the optimal path.

The positive response in current consumption paired with negative surprises in future

income suggests that debt should increase when expectations errors are positive. We thus

also assess if excessive income expectations predict an increase in borrowing in the next

period relative to the current period. Note that, ex ante, this association could be zero

if agents were liquidity and financially unconstrained and could finance the full amount

of current spending increase with available cash. For this test, we estimate a version of

equation (6) in which the left-hand-side variable is ∆Bi,t+1, i.e. the difference between the

average outstanding interest-bearing unsecured debt over the six months between period

t+ 1 and period t.

Table V reveals that the larger is the difference between income expectations and

actual ex-post income realization, the higher is the increase in the unsecured debt

consumers raise, and the estimated magnitude is similar irrespective of whether we

consider the univariate association (column (3)) or we include the full set of observables

in our analysis (column (4)). The estimate indicates that, for each dollar higher misbelief

in the average monthly income over the following period, average monthly unsecured debt

in the same period increases by about 8 cents.

As we discussed above, these results capture the debt raised across all possible sources

covered in the credit registry and not just the bank with which we cooperate. By contrast,
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consumption data is based on the accounts at that bank. To dismiss this concern, on

top of the screening filters we use to select consumers for which the bank we observe is

the primary banking institution, we study the relationship between expectation errors

and the changes in cash withdrawal/ net transfers between our bank and external bank

accounts. The results are in Online Appendix Table A.5. We find that in our complete

specifications no significant relationship between expectation errors and cash withdrawals

or net transfers exists, which dismisses the concern that our results on consumption are

driven by balance shifting between observed and unobserved bank accounts.

We then consider the likelihood of default on unsecured personal loans. This

outcome is also important to study because if consumers were increasing their debt due to

extrapolative income expectations but repay such debt fully, extrapolative expectations

would still represent a microfoundation for household debt cycles but would not necessarily

be worrisome from a policy perspective.

To assess the relationship between misbelief and the likelihood of default, we use a

90-day delinquency indicator in period t+1 as the default event, and re-estimate equation

(5) using the default indicator as the left-hand-side variable. Default is multiplied by 100

and forecast errors are multiplied by 1,000 for easier interpretation. Note that, because

by construction we are limited to observing outcomes up to time t+ 1 but defaults might

happen at any subsequent time until the loan is required to be repaid, our estimates might

represent a lower bound of the actual size of the relationship between excessive income

expectations and the likelihood of future default.

Columns (5) - (6) of Table V document that a higher distance between consumers’

income expectations and ex-post realizations is associated with a higher probability of

default. From column (6), for each $1,000 higher mistake in income expectations, default

is about 1.2-percentage-point higher. This magnitude is large if we consider that the

average default rate in our sample during our sample period is only 2.4%, and hence a

$1,000 higher mistake in income expectations leads to a 50% higher likelihood of default

relative to the sample mean. The findings are consistent with the aggregate dynamics

such that credit-market sentiment leads financial fragility (López-Salido et al., 2017)

Overreaction in income expectations increase spending in the short run. However, in
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the long run, once consumers observe subsequent income realizations and note that they

are lower than expected, debt and consumption amounts should revert back. We assess

this possibility by considering the relationship between cumulative spending and income

forecast errors at different horizons. Specifically, we consider the following specification:

Ci,τ+k − Ci,τ−1 = α + βk(EC [Yi,t+1]− Yi,t+1) +X ′i,tδ + η + νCi,τ+k. (7)

In equation (7), τ is the first quarter of period t. Recall that t is a time period that

covers six months. Therefore, in equation (6), period t includes the quarters τ and τ + 1,

whereas period t + 1 includes the quarters τ + 2 and τ + 3. Thus, Ci,τ−1 is the average

monthly nondurable spending in the quarter before the first survey. EC [Yi,t+1] is the

expected average monthly income during quarters τ + 2 and τ + 3. Analogously, equation

(6) can be written in the form of equation (7) if we replace the left-hand-side variable

with Ci,τ+1 + Ci,τ+2 − Ci,τ−1 − Ci,τ−2. We fit 12 regressions based on the specification of

equation (6) for k ranging from -4 to 8 excluding k = −1, which we use as the benchmark

consumption. Therefore, equation (7) measures the relationship between expectation

errors at time t+ 1 and cumulative spending from quarter τ − 1 to quarter τ + k.

The results are reported graphically in Figure 4. Panels A and B respectively plots

the results for nondurable spending and borrowing. The red solid lines depict positive

expectation errors, and the blue dashed lines negative expectation errors. Consistent with

overreaction, consumers first increase their consumption during the two quarters before

the time when expectation errors are measured (quarters 2 and 3) as well as during the two

quarters when expectation errors are measured. However, afterwards, both consumption

and debt start to revert and in fact revert almost fully to the level of three quarters before

the time in which expectation errors are measured.

26



VI Asymmetric Effects: Positive and Negative Un-

expected Income Shocks

An important feature of household debt cycles as described in aggregate-level data by

earlier research is that these cycles and their correlations with households’ spending

decisions build up slowly in times of positive income growth (positive domain) but drop

quickly in times of negative income growth (negative domain), that is, as soon as a

recession hits.

In our theoretical framework, we have shown that diagnostic expectations can

rationalize this asymmetric effect of income expectations once we allow for consumers’

income volatility to vary over time. Not only should unexpected income shocks have a

stronger effect on economic choices in the negative domain, but this effect should largely

be driven by consumers who expect more volatile income growth going forward.

Before assessing these predictions, we test in the data whether unexpected income

shocks affect consumers’ subjective income volatility. We do so by estimating versions

of equation (5) in which the outcome variable is the standard deviation of consumers’

expected income growth, which we compute based on our survey question under the

assumption that income beliefs follow a simple triangular distribution. Because we are

considering the second moment of the distribution, we use the absolute value of the

unexpected income shocks as the outcome variable.

In columns (1) - (2) of Table VI, we find that as the size of the unexpected income

shock increases, irrespective of its sign, the standard deviation of expected future income

growth increases as well and this association stays similar when we control for observables.

Moreover, to assess whether negative and positive unexpected income shocks of the same

size relate to expectations differently, in columns (3)-(4) we interact the absolute value of

the unexpected income shock with a dummy variable for whether the shock is negative.

We find that, indeed, not only the second moment of future income growth is higher after

negative income shocks, but the association between the unexpected income shock and

income-expectations volatility is higher for negative shocks than for positive shocks of the

same size. Specifically, for each $1,000 higher income shock, subjective income volatility
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is 9.9% larger for positive shocks but about 26.2% higher for negative shocks.

We now move on to test whether unexpected income shocks in the negative domain

have an effect on consumption and debt choices of larger size relative to income shocks

in the positive domain. Columns (1) and (3) of Table VII reveal that, indeed, the

consumption and debt accumulation response to unexpected income shocks is stronger

for negative shocks relative to positive shocks. Note that, for negative shocks, the control

variable is negative and hence the shock is larger the lower, rather than higher the variable

is. For this reason, a positive coefficient means that the larger is the shock, the more

negative is the change in current consumption.

VII Extending the Time Series: Income Innovations

and Consumption

Our analysis is based on differences in expectations and consumption within individuals

when we add individual fixed effects to our specifications, which rules out that systematic

unobserved heterogeneity across consumers might affect at the same time the levels and

changes of consumption and expectations. However, our sample includes a relatively short

panel. In such cases, the assumption that income innovations average out to zero might

be challenged (Chamberlain, 1982; Keane and Runkle, 1998; Souleles, 2004).

To tackle this concern, in robustness analysis we study the relationship between

income innovations and spending decisions, for which we observe a much longer time

series from the bank-level data, including periods in which no surveys were administered.

Specifically, we focus on the same set of consumers that answered the survey waves but

extend the bank-level data to the longest time horizon we can observe in the bank-level

data, which is on average about 4.7 years (9 or more observations) for each consumer.

The results are shown in Table A.4. The odd columns focus on the same sampling

periods as in the main study, while the even columns extend the data to include all

the periods we have available in the bank-level data. We can see that the conditional

association between income innovations and consumption choices is quite similar across

columns, which, even if not directly observed over a longer period of time, suggests that
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the relationship between expectations mistakes and consumption choices might also be

stable over longer sample period than we have available based on the survey waves we

could run on the banks’ consumers.

VIII From Reduced Form to Quantitative Analysis:

A Structural Estimation

Our analysis so far has produced reduced-form evidence that is consistent with the

predictions of our simple theoretical framework in which we microfound extrapolative

expectations with diagnostic expectations. To assess whether this microfoundation

can provide plausible quantitative predictions on top of the directional results of

our reduced-form analysis, in this section we introduce diagnostic expectations with

defaultable debt into a standard consumption model with incomplete market and

heterogeneous agents and we use the model to study the relationship between unexpected

income shocks, expectation errors, and consumption-decision making quantitatively.

A. Income Process and Expectation Formation

In the model, time is discrete and denoted by t = 1, 2, ..... A unit mass of consumers

exists that are subject to idiosyncratic income risk. For each individual i, the process of

income yi,t follows:

log yi,t = α + zi,t + εi,t

zi,t = ρzi,t−1 + ηi,t, (8)

where εi,t and ηi,t are i.i.d. normal shocks with E[eεi,t ] = 1 and E[eηi,t ] = 1. The variances

of εi,t and ηi,t are σ2
ε and σ2

η, respectively. α is the life-cycle component, which we assume

is constant and common knowledge.

Consumers do not know the true value of zi,t and need to make inferences based

on Bayesian learning. The Kalman-filtering problem with respect to the persistent

component of log yi,t here adapts Guvenen (2007) and Bordalo et al. (2019). In each
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period, consumers observe yi,t and update their beliefs about zi,t. Without diagnostic

expectation, consumers’ current forecasted value of zi,t is normally distributed with

variance σ2
z and mean

ẑi,t = ρẑi,t−1 + κ [yi,t − α− ρẑi,t−1] , (9)

where κ is the Kalman gain of the learning process. Given an infinite horizon, we follow the

common assumption that a sufficient number of periods have passed such that consumers

are in a learning steady state, that is, consumers’ Kalman gain is constant each period.

In this case,

κ =
ρ2σ2

z + σ2
η

ρ2σ2
z + σ2

η + σ2
ε

,

σ2
z =

(1− κ)σ2
η

1− (1− κ)ρ2
. (10)

Under diagnostic expectation, consumers overreact to surprises in income realizations.

The posterior average of zi,t becomes

ẑθi,t = ẑi,t + θκ [yi,t − α− ρẑi,t−1] , (11)

where ẑθi,t is the expectation of zi,t under diagnostic expectations, and θ is the degree

of representativeness. When θ > 0, consumers overweight representative states, their

beliefs exaggerate the signal-to-noise ratio relative to the standard Kalman filter, inflating

the persistent component of income upon receiving good news and deflating those

while receiving bad news. Exaggeration of the signal-to-noise ratio is reminiscent of

overconfidence, with overreaction to news increases in θ. At θ = 0, the model reduces to

rational learning.
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B. Consumer Preferences

B.1 Preferences

Household preferences follow the literature on consumer credit and default (e.g.

Chatterjee et al. (2007) and Livshits et al. (2007)). Consumers at time t maximize their

expected lifetime utility with period-s utility flow of

Eθ
i,t

[
βs−t

c1−γi,s − 1

1− γ
− χdi,s

]
,

where the superscript θ indicates that the expectation is taken according to diagnostic

expectation with degree of representativeness θ. β is the per-period discount rate, γ is

the coefficient of relative risk aversion, and di,t = 1 if consumer i chooses to default at

the end of period t. When default occurs, consumer i incurs a fixed non-pecuniary utility

cost (“stigma”) χ > 0. In addition, consumers receive a pair of additively separable i.i.d.

shocks, ξ = {ξD, ξN}, which are attached to the options to default or repay and are drawn

from a type one extreme value distribution with scale parameter of one. These shocks

aim to capture the fact that many defaults are associated not with income shocks, but

with events such as marital disruptions and medical expenses which we do not model

explicitly. With these shocks, the model generates a positive probability of default across

the whole range of borrowing. In addition, as suggested in Dempsey and Ionescu (2023),

the introduction of utility shocks associated with defaulting smoothes out individuals’

repayment probability functions, which eases computation of the model.

The budget constraint in each period t is

ai,t+1 =

(1 + ri,t)(ai,t − ci,t) + yi,t+1 if di,t = 0

(1− ν)yi,t+1 if di,t = 1

ai,t ≥ −li,t, (12)

where ai,t is the total amount of available resources. li,t is the credit limit, and ν ∈ [0, 1]

is the marginal rate of garnishment. Equation (12) states that when consumers do not
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default, their wealth in the next period is the sum of their income and gross saving. When

consumers default, their saving becomes zero; at the same time, they need to pay for a

garnishment cost equal to ν times their income in the next period.12. The interest rate is

different for saving and borrowing and takes the value

ri,t =

rb if ai,t < 0

rs if ai,t ≥ 0.

B.2 Optimality Conditions

Consumers’ problem is characterized by a set of four state variables Θi,t =

(ai,t, ẑi,t, zi,t, εi,t). Given the overall state θi,t, consumer i’s value function at time t is

V (Θi,t) = max
{
VD(Θi,t), VN(Θi,t)

}
. (13)

The continuation value from defaulting is

VD(Θi,t) = max
ci,t

c1−γi,t − 1

1− γ
− χ+ β Eθi,t[V ((1− ν)× yi,t+1, ẑi,t+1, zi,t+1, εi,t+1)] + ξDi,t. (14)

The continuation value from not defaulting is

VN(Θi,t) = max
ci,t

c1−γi,t − 1

1− γ
+ β Eθi,t[V (ai,t+1, ẑi,t+1, zi,t+1, εi,t+1)|Ii,t] + ξNi,t. (15)

Given that ξ follows a type one extreme value distribution, the probability of default is

pd(Θi,t) = [1 + exp{VN(Θi,t)− VD(Θi,t)}]−1 . (16)

12Some previous studies also assume that defaults go hand in hand with a temporary inability of
borrowing, i.e. li,t = 0 (Chatterjee et al., 2007; Livshits et al., 2007; Dempsey and Ionescu, 2023)
However, for simplicity, we assume that consumers’ borrowing capacity does not change when defaulting.
This assumption allows us to discard one additional state variable. In addition, Livshits et al. (2007)
show that the costs of default from changing borrowing capacities is usually quantitatively not important.
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C. Calibration

The estimation consists of two stages. In the first stage, we rely on the income information

as retrieved by the bank to pin down parameters associated with the income process,

including the degree of extrapolation θ, and the marginal rate of garnishment. In the

second stage, we use the simulated method of moments (SMM) to get the estimates of

consumers’ coefficient of risk aversion γ and non-pecuniary costs of default χ.

First Stage: The first-stage estimation requires the use of income and the survey

data. We first set the frequency of time t to six months to be consistent with the

survey frequency. For the parameters governing the income process, α, ρ, σ2
ε , and σ2

η, we

residualize all individual income by age quitile, year, education, industry, city, and gender

fixed effects, and estimate (8) using maximum likelihood estimation. After residualization,

α is set to be 0, and when solving the model, we measure consumption and saving with

respective to the level of average income.

The estimation results are in Panel A of Table VIII. log income is highly serially

correlated, with an AR(1) coefficient of 0.97. The average annualized interest rate on

deposit in the data is around 2.8%. We therefore set rs = 1.4%. We use interest rates

on credit card borrowing to determine rb. The average daily interest rate on credit card

debt is 5 basis points. After accounting for 45 days of interest-free period, a 2.5% of

reward rate, and 1% of all types of debt-related fees, rb is set at 5.5% per six months.

We set a uniform credit limit to all consumers. We set li,t to be 1.4, so that the average

credit limit to average income in the model matches the average total credit limit over

credit cards and other lines of credit across all banks of 73% of the annual income in the

data.13. For the marginal garnishment rate ν, we directly calculate this number from the

bank’s database, which is around 50%, roughly corresponding to three months of average

income. In the end, we set the discount rate β = 0.950.5, so that the annual rate is 0.95.

Second Stage: We use SMM to estimate γ and χ. The targeted moments are the

13The level of credit limit to income is larger than the 20%-35% range in many previous papers using
SCF data in the US (Kaplan and Violante, 2014; Lee and Maxted, 2023). However, it is very close to
the number in a recent report by Experian using administrative data. The report documents that the
average credit card limit in 2019 for an average American was around $31,400, which is around 60% of
the average individual income of $54,129 in 2019, and should be a lower bound of the ratio between total
limits over all lines of credit and income. See here and here for the report.
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average wealth-consumption ratio and average default rate. The logic is straightforward.

The risk-aversion parameter γ captures the curvature of the utility function. Higher

risk aversion increases consumer willingness to save, thereby increasing the wealth-to-

consumption ratio. The stigma cost χ directly affects consumers’ willingness to default.

A higher χ indicates a higher cost of default, and therefore a lower default rate.14

Panels B and C of Table VIII show the estimated parameters and targeted moments.

The estimation fits the empirical moments closely. The average wealth to half-year total

consumption is 0.818. The default rate is around 2.36%, yielding a γ of around 2.51 and

a χ of 24.45.

D. Results

We now discuss the results of the structural model.

D.1 Goodness of Fit

Panels B and C of Table VIII indicate the model does a good job in matching the targeted

moments. In addition, the model is effective in matching many non-targeted moments,

especially the distribution of liquid wealth. From Panel D of Table VIII, the average and

median wealth to six-month income are 1.351 and 0.731 in the data, respectively. The

equivalent numbers in the model are 1.243 and 0.777, respectively. Since liquidity is an

important factor affecting the average MPC in the sample, it’s necessary for the stationary

distribution of saving to be close to that in the data. Panel D of Table VIII shows the

model can match several moments about the empirical distribution of liquid savings. For

example, in the data, about 31.38% of total liquid assets are held by consumers in the

the top 5% asset percentile. In the model, this number is 29.85%. In addition, 29.89%

of individual hold negative net liquid wealth in the data; in the model, the corresponding

number is 32.34%. Therefore, the model is capable of matching both first and higher

moments.

14A detailed description of the model solution and estimation is in the Online Appendix.
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D.2 Over-Extrapolation of Income Shocks

We now use the model to study the effects of diagnostic expectations on consumer

economic decisions. We first present the results of the relationship between objective

income shocks and subjective forecast errors under diagnostic expectations with the

calibrated level of θ, and that under rational expectations. Specifically, we simulate

100,000 periods of income data following (8), and then construct subjective and objective

income expectations based on (11) and (10). We then regress subjective forecast errors

at t + 1 on the objective income shock at t. When preforming the analysis, we drop the

first 100 periods, which serve as the burning periods in the simulation.

The results are in columns (1) and (2) of Panel A in Table IX. For comparison, Panel

B gives the empirical counterparts. Given that θ is calibrated using the same sample as in

the empirical analysis, the relationship between objective income shocks and subjective

forecast errors under diagnostic expectations matches the empirical analysis perfectly.

That is, when θ = 1.641, each dollar higher objective income shock leads to a forecast

error of future income of 38.8 cents. The estimate in column (1) of Panel A directly sheds

light on the effects of a positive θ on the extrapolative behavior. When θ is set to zero,

the relationship between objective income shock and forecast errors become economically

insignificant. Specifically, each dollar higher objective income shock leads to a negative

forecast error of future income of 4 cents.15

D.3 Consumption, Borrowing, and Default Decisions

We continue to explore the relationship between subjective forecast errors and consumer

economic decisions in the model. We use this exercise to explore whether the model can

generate the patterns we see in the data. To perform the analysis, we simulate the model

for 20,000 individuals with 1,000 periods, after a burn-in period of 100. We then drop

simulated data with saving to average income ratio larger than 8, which is around the

99% percentile of the empirical counterparts. After obtaining the simulated sample, we

run regressions of changes in total consumption at t, total debt at the beginning of period

15The low statistical significance is a results of high precision of simulated data with a large number
of data points.
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t+ 1, and default indicator at the end of t+ 1 on the forecast errors at t+ 1. Debt at the

beginning of t+ 1 is defined as the negative of ai,t, conditional on ai,t being negative. To

be consistent with the analysis in Table V, we control for log income at t − 1, expected

changes in income at t, and individual fixed effects. We report the results in columns (2)

to (4) of Table IX. For comparison, Panel B reports the empirical counterparts.

The relationship between forecast errors and economic decisions as implied by the

model are quite close to those in the data. Specifically, each dollar higher forecast error

at t + 1 raises total consumption by around 22.5 cents in the data and 24.3 cents in the

model. Meanwhile, each dollar higher forecast error at t+1 raises total debt by around 7.7

cents in the data and 7.4 cents in the model. For default, since the units are different, we

standardize the forecast errors so that the coefficients measure the association of default

probability with each standard deviation higher forecast errors. In the data, each standard

deviation higher forecast errors increases default by 92.9 basis points, whereas the model

implied quantity is 94.9 basis points. Hence, Table IX shows that the model is able to

reproduce the patters we observe in the data.

D.4 Debt Cycles

In a Minsky-Kindleberger style of credit cycle, boom-bust pattern in household leverage

starts with household over-optimism after positive shocks to fundamentals. That is,

after receiving good news, households exaggerate the informativeness of the good news

for future growth, inducing them to take on too much leverage. As a result, excess

leverage starts to build up financial fragility. When the effects of positive shocks diminish,

households receive a large negative surprise in their earnings, and the ability to repay the

debt already accumulated gets lower. Consequently, at the end of expansion, both demand

for more debt and financial fragility get accelerated.

We continue to study the model’s ability to generate cycles in household borrowing

after positive shocks to income. Following Maxted (2023), we use impulse response

functions (IRF) to study consumer responses to a series of positive transitory income

shocks after initially being at the stochastic steady state. Specifically, we first simulate

20,000 individuals for 1,000 periods at half-year frequency. This serves as our benchmark
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case. To derive the IRFs, we use the same simulation, but introduce a 3-year sequence of

positive income shocks that results in a three standard deviation cumulative shock over

the three years from periods 895 to 900. The IRFs are then the (percentage) differences

between the sample average between the two simulations. Then, we redo this exercise

while setting θ to zero. Comparing the IRFs across the two calibrations yields the effects

of diagnostic expectations on economic outcomes.

The results are in Figure 6. The top left panel plots the transitory income shocks. The

top right panel plots the updates in expected log income, oi,t = κ(1 + θ)(yi,t− α− ẑi,t−1).

The bottom four panels are the percentage differences in average income expectations,

consumption, borrowing, and default probability relative to the no shock simulation,

respectively. The red solid lines present results when θ = 1.641; the blue dashed lines

present results when θ = 0.

Figure 6 shows a strong amplification effects of diagnostic expectations on

expectations of future income. Panel B and Panel C show, that initially after receiving the

positive shock, the average diagnostic-expectation agent (D) increases income expectation

by more than twice as much as a rational-learning agent (R). Given a much higher

expected income in the next period, consumption also increases much more for D. As for

debt, Panel A and Panel D show that, when D receives the first positive shock, realized

income increases by around 20%, and consumption increases by around 14%. Because we

only have one asset in the model, a MPC smaller than one indicates an initial reduction

in debt, a finding that is consistent with Agarwal et al. (2007) and Coibion et al. (2020).

Turning to Panel F, as compared with R, the initial positive income shock leads to a much

lower default probability for D. This is because the higher expectations about income in

the next period induces a higher perceived garnishment cost associated with default.

As D continues to receive positive income shocks, income expectations and

consumption continue to reach to a level that is much higher for D as compared with

R (Panel B, C, and D). At the same time, the trajectories for debt and default rate

keep diverging between D and R. For R, as income and income expectation increase

smoothly, R continues to de-lever. An increase in current-period assets and expectations

about future income decrease the default probability. At the same time, for D, given
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a much higher future income expectations and a smaller income surprises, D starts

to accumulate more debt. From Panel F, a lower level of current-period assets tends

to increase the motive for defaulting. Ultimately, the channel outweighs the marginal

garnishment channel, and default rates start to increase.

In period 1, the series of positive shocks are removed and as a result income

expectations become smaller. Panel B and Panel C show that this reduction is much

larger for D as compared with R due to over-extrapolation. Consequently, consumption

decreases much more for D. The larger negative surprise induces D to have a much

higher need to smooth the negative shock and a much lower income expectation in the

future, thus creating a shoot-up in debt. Compared with R, a lower current-period asset

holding and lower expected future earnings increase D’s default rate substantially. As

time elapses, income expectations converge. Both debt and default probabilities start to

decrease to the rational-learning level.

The findings in Figure 6 are consistent with many recent empirical findings. For

example, López-Salido et al. (2017) show that elevated credit-market sentiment is

associated with higher credit growth in subsequent years. As Panel E shows, as initial

income shocks create more optimistic belief, the debt growth rate becomes positive for

D, whereas it remains negative for R. In addition, the elevated default rate after the

expansion (Panel F) is consistent with the findings in Greenwood et al. (2019) and Maxted

(2023), who show that financial fragility arises at the end of economic expansions.

D.5 Simulating the 2007-2008 Financial Crisis

As our last exercise, we study the ability of our model to generate the cycles of the

unsecured borrowing and the default risk around 2007-2008 financial crisis. Since we are

using parameter values estiated using Chinese data, we mainly focus on the dynamics

instead of the levels.

The results are shown in Figure 7. In each plot, the red solid lines present the results

when θ = 1.641; the blue dashed lines present the results when θ = 0. The top panel

presents the average debt to average income ratio (left axis) from the model, and the

detrended credit-card debt to GDP ratio in the US. In both panels (black dotted line,
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right axis). In the bottom panel, the black dotted line is the delinquency rate on credit

cards in the US. The plots are based on a series of transitory shocks to 20,000 individuals

initially at the stochastic steady states. The shocks are picked such that the the average

debt to average income ratio from the model assimilates detrended credit-card debt to

GDP ratio in the US.

From the top panel, incorporating diagnostic expectation over surprises in income,

the model is successful in re-producing the boom-bust cycles in the average unsecured-debt

to average income ratio. The pattern matches very closely with the average credit-card

debt to GDP ratio in the US. After removing over-extrapolation, the cyclical behavior

gets much weaker, with the peak in 2009 never surpassing the equilibrium-level in 2004.

From the bottom panel, while the shocks are reverse engineered to match the

dynamics in debt, these shocks can also generate the cyclical patterns in default rate. That

is, at the end of the expansion, default rate shoots up in 2009, and then slowly declines.

However, removing the extrapolative behaviors, default rate stays nearly constant from

2004 to 2012. Overall, Figure 7 indicates the effectiveness of our model to reproduce a

boom-bust debt cycle like the one around 2007 and 2008.

IX Conclusions

When agents’ belief-formation process about their income follows diagnostic-expectation,

they have upward biased income expectations after unexpected positive income shocks

and hence spend more (and borrow more to finance higher current spending) than what a

neoclassical life-cycle consumption optimizer would do. Moreover, if income volatility is

time-varying, the effect is stronger for negative shocks than for same-size positive shocks.

These predictions align well with aggregate features of household debt cycles documented

in the literature.

Combining survey-based elicitation of income expectations with transaction-level

bank-account data, we bring these predictions to the field in a unique setting in which

we observe, for the same consumers and at the same time, income and debt-capacity

expectations as well as actual past, current, and future spending and borrowing choices.
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We find evidence consistent with these predictions.

Our results suggest that extrapolative expectations could act as a microfoundation

for aggregate household debt cycles, because the micro-level evidence pairs with aggregate

evidence on household debt cycles: in good times, a larger fraction of consumers is likely

to face unexpected positive income shocks, whereas in bad times a larger fraction of

consumers is likely to face unexpected negative income shocks, relative to normal times.

We propose a framework based on diagnostic expectations but do not argue that this

specific formulation is the only form of extrapolative expectations that could rationalize

our results. We use diagnostic expectations as a beliefs-formation structure that economic

research has found portable theoretically and empirically to other features of micro- and

macroeconomic outcomes, rather than assessing ad-hoc explanations for the facts we want

to interpret. We encourage future research on non-standard belief-formation mechanisms

that could at the same time explain household debt cycles as well as other economic

choices by consumers in the laboratory and in the field.

Our research also beget follow-up work on the aggregate effects of household

debt cycles both theoretically and empirically. Theoretically, it sheds light on the

general-equilibrium macroeconomic models featuring diagnostic expectations to explain

the mechanisms behind aggregate economic dynamics. On the empirical side, this

study suggests the importance of structural and calibration analysis to characterize

the functional forms and parameter sizes that would make extrapolative expectations

best fit the wealth of micro and macro data. In addition, our structural analysis

considers the prediction of agents with the same degree of extrapolative behavior, which

pairs with the empirical analysis based on average expectations and choices in the

field. The extent to which consumers’ expectations-formation process deviates from

the full-information rational-expectations paradigm might vary in the cross section of

consumers, potentially based on dimensions that would shape the cross-sectional variation

in the accuracy of macroeconomic expectations.16 An interesting future avenue therefore

would be studying more advanced heterogeneous macroeconomic models in the direction

of heterogeneous belief-formation processes to explain why different consumers form

16Examples include cognition (D’Acunto et al., 2019, 2021a)), socioeconomic status (Kuhnen and Miu,
2017; Das et al., 2020), and local experiences (Kuchler and Zafar, 2019).
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expectations differently, and to explore the quantitative importance of the heterogeneity

in the belief-formation processes.
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A. Figures

Figure 1. Beliefs in Future Income

Panel A is a binned scatter plot of consumer ex ante income expectation and ex post income realization.

Panel B plots the histograms of misbeliefs in future income. EC [Yt+1] is the expected level of income ($)

in period t + 1 based on survey question 8. Yt+1 is consumer realized income ($) in period t + 1. All

variables are winsorized at 1% level by each wave.

Panel A: Expectations vs Realizations Panel B: Misbeliefs in Future Income
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Figure 2. Subjective vs Objective Income Shocks

This figure presents the binned-scatter plots of subjective income shocks (those measured from the

surverys) vs the objective income innovations (those measured based on (4)). Panel A gives the raw

measures. In Panel B, variables are residualized by income changes in period t, age age-squared, degree,

expected log standard deviation of expected income growth in period t + 1, number of hours worked

every week, log income in period t, industry fixed effects, and city × year fixed effects. All variables are

winsorized at 1% level by each wave.

Panel A: Unresidualized Panel B: Residualized
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Figure 3. Income Shocks and Misbeliefs in Future Income

This figure presents the binned-scatter plots of misbeliefs in future income vs past income shocks. EC [Yt]

is the subjective income expectation ($) in period t based on survey question 8 sent in period t − 1. Yt
is consumer realized income ($) in period t. εi,t is income innovations measured from (4). In panels B

and D, variables are residualized by income changes in period t, age age-squared, degree, expected log

standard deviation of expected income growth in period t + 1, number of hours worked every week, log

income in period t, industry fixed effects, and city × year fixed effects. All variables are winsorized at

1% level by each wave.

Panel A: Unresidualized Panel B: Residualized

Panel C: Unresidualized Panel D: Residualized
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Figure 4. Beliefs in Future Income

This figure reports the effects of expectation errors on cumulative spending and debt. Panel A gives the

results for total non-durable spending, and panel B gives those for unsecured debt. The red solid lines

depict positive expectation errors, and the blue dashed lines gives the results for negative expectation

errors. Estimation is based on (7).

Panel A: Total Consumption Panel B: Unsecured Debt
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Figure 5. Equilibrium Distribution of Saving

This figure is a histogram of the equilibrium distribution of consumer saving to average income ratio.

Saving is equal to total resource available ai,t at the beginning of the period minus the total consumption

ci,t. The plot is based on simulated steady-state distribution based on a simulation of 5,000 individuals

with 500 periods, after a burning period of 1,000 periods for the distribution to reach the steady state.

The distribution is right trimmed at saving to average income ratio larger than 20.
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Figure 6. Impulse Responses after Transitory Income Shocks

This figure gives the IRFs after a series of transitory income shocks at the half-year frequency. The

simulation is based on 20,000 individuals initially at the stochastic steady states. Starting at the stochastic

steady states, each individual receives a 3-year sequence of positive shocks that result in a 3 standard

deviation cumulative shock over three years. The top left panel gives the introduced transitory income

shocks. The top right panel gives the updates in expected log income, where oi,t = κ(1+θ)(yi,t−α−ẑi,t−1).

The bottom four panels are respectively the percentage difference in income expectations, consumption,

borrowing, and default probability relative to when shocks are not introduced. The red solid lines present

the results when θ = 1.641; the blue dashed lines present the results when θ = 0.
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Figure 7. Simulating the 2007-2008 Financial Crisis

This figure simulates the financial crisis given a series of transitory income shocks at the half-year

frequency. The simulation is based on 20,000 individuals initially at the stochastic steady states. Starting

at the stochastic steady states, each individual receives a series of transitory shocks such that the average

debt to average income ratio (red solid line in top panel) assimilates the detrended credit-card debt to

GDP ratio (black dotted line in top panel) in the US. In both panels, the red solid lines present the

results when θ = 1.641; the blue dashed lines present the results when θ = 0. In the bottom panel, the

black dotted line (left axis) is the delinquency rate on credit cards in the US.
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B. Tables

TABLE I. Summary Statistics

Spending is the average monthly spending from the consumers’ bank account plus that from the credit

card account. Income is the average monthly income. Saving is the average saving. Limit the credit

card limit retrieved from the credit registry. Debt is the average interest-incurring credit card debt.

Debt|Debt> 0 is the average interest-incurring credit card debt for those that have positive debt. Income

- E[Income] is the income shocks from fitting (4). EC[Income], EC[min. Income], EC[max. Income],

EC[Limit], EC[min. Limit], and EC[max. Limit] are respectively based on the answers from survey Q8,

Q6, Q7, Q5, Q3, and Q4. All level variables are in dollars and are winsorized at 1% level by each wave.

(1) (2) (3) (4) (5) (6)
Mean SD p25 Median p75 N

Age 38.32 10.24 29 38 46 9,636
Female 0.51 0.50 0 1 1 9,636
Spending 1369.13 1971.73 258.74 506.09 1449.68 9,636
Income 1838.92 1987.09 609.75 1158.65 2960.77 9,636
Saving 18504.28 31176.05 1647.19 4425.99 19965.42 9,636
Limit 12029.73 13147.11 2307.69 5414.54 21021.64 9,636
Debt 1081.73 1899.69 0.00 0.00 1553.91 9,636
Debt|Debt> 0 2582.61 2233.41 965.83 1969.91 3555.08 4,485
EC[Income] 1944.00 1884.74 747.97 1354.79 3076.92 9,636
EC[min. Income] 1543.25 1659.50 350.00 923.08 2153.85 9,636
EC[max. Income] 3374.65 3179.45 1133.85 2054.42 4615.39 9,636
Income - E[Income] -105.08 693.43 -461.54 -129.37 199.15 9,636
EC[Limit] 14219.58 13362.47 4230.77 8461.54 21538.46 9,636
EC[min. Limit] 9884.00 11014.66 2307.69 5452.22 14444.99 9,636
EC[max. Limit] 16779.24 15849.98 4921.88 10366.29 24984.68 9,636
Limit - E[Limit] -2189.85 5367.88 -2351.56 -546.88 1305.29 9,636
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TABLE II. Income Shocks and Excessive Income Expectations

EC [Yt+1] is the expected level of income ($ thousands) in period t + 1 based on survey question 8 sent

in period t. EC [∆Yt] is the expected changes ($ thousands) in income between period t − 1 and period

t. E[Yt] is the expected income at time t estimated from (4). SD(EC [∆ log Yt+1]) is the log standard

deviation of expected income growth in period t+1 based on survey questions 6, 7, and 8 assuming income

growth follows a Triangular distribution. Degree is the consumers’ highest degree earned. Hours is the

number of hours the customers usually work every week in period t. log Yt and logLt are respectively log

monthly income and log credit card limit in period t. All variables are winsorized at 1% level by each

wave.

(1) (2) (3) (4)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.424*** 0.373*** 0.379*** 0.389***
(0.029) (0.049) (0.048) (0.053)

EC [∆Yt] 0.040 0.081** 0.042
(0.037) (0.039) (0.037)

Age 0.020** 0.019* 0.010
(0.010) (0.010) (0.012)

Age2 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Female -0.082** -0.076**
(0.038) (0.037)

College 0.058*** 0.061***
(0.016) (0.016)

logHours 0.093** 0.084** 0.082**
(0.040) (0.038) (0.041)

SD(EC [∆ log Yt+1]) -0.055*** -0.048*** -0.047***
(0.015) (0.015) (0.014)

log Yt−1 -0.274*** -0.240*** -0.242***
(0.020) (0.019) (0.018)

logLt−1 0.004 0.007 0.004
(0.006) (0.006) (0.006)

N 9,636 9,636 9,636 9,636
Industry FE No No Yes No
City × Round FE No No Yes Yes
Individual FE No No No Yes
R2 9.67% 22.88% 29.67% 51.69%

Standard Errors Clustered at City×Year Level in Parentheses
* p<0.10 ** p<0.05 *** p<0.01

55



TABLE III. Income Shocks and Excessive Income Expectations—Heterogeneity Analysis

EC [Yt+1] is the expected level of income ($ thousands) in period t+1. EC [∆Yt] is the expected changes ($
thousands) in income between period t−1 and period t. E[Yt] is the expected income at time t estimated

from (4). YH is a dummy variable that’s equal to one if the consumers’ incomes in period t are in the

upper half of the distribution. SD is the log standard deviation of expected income growth in period

t + 1 based on survey questions 6, 7, and 8 assuming income growth follows a Triangular distribution.

Degree is the consumers’ highest degree earned. SDH , AgeH , and DegreeH are respectively equal to

one if the consumers are in the upper half distribution based on their SD, Age, or Degree. Control

variables include expected changes in income from period t − 1 to t, age, age-squared, expected income

growth volatility, hours working, log income in period t, and log credit limit in period t. All variables are

winsorized at 1% level by each wave.

(1) (2) (3) (4)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.394*** 0.251*** 0.425*** 0.436***
(0.051) (0.040) (0.051) (0.049)

YH × (Yt − E[Yt]) -0.101***
(0.048)

SDH × (Yt − E[Yt]) 0.281***
(0.053)

AgeH × (Yt − E[Yt]) -0.064*
(0.036)

DegreeH × (Yt − E[Yt]) -0.076*
(0.041)

N 9,636 9,636 9,636 9,636
Controls Yes Yes Yes Yes
City × Round FE Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes
R2 30.22% 34.64% 33.83% 33.95%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE IV. Income Shocks and Excessive Income Expectations by Rounds

EC [Yt+1] is the expected level of income ($ thousands) in period t + 1 based on survey question 8 sent

in period t. EC [∆Yt] is the expected changes ($ thousands) in income between period t − 1 and period

t. E[Yt] is the expected income at time t estimated from (4). SD(EC [∆ log Yt+1]) is the log standard

deviation of expected income growth in period t+1 based on survey questions 6, 7, and 8 assuming income

growth follows a Triangular distribution. Degree is the consumers’ highest degree earned. Hours is the

number of hours the customers usually work every week in period t. log Yt and logLt are respectively log

monthly income and log credit card limit in period t. All variables are winsorized at 1% level by each

wave.

(1) (2) (3) (4)
Round 1 Round 1 Round 2 Round 2

EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − E[Yt] 0.504*** 0.469*** 0.333*** 0.321***
(0.163) (0.159) (0.125) (0.096)

EC [∆Yt] 0.041 0.020 0.089 0.030
(0.079) (0.053) (0.058) (0.068)

Age -0.003 -0.002 0.003 0.003
(0.011) (0.010) (0.020) (0.030)

Age2 0.000 0.000 -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)

Female -0.064*** -0.061*** -0.077*** -0.072***
(0.023) (0.024) (0.031) (0.033)

College 0.069*** 0.060*** 0.041 0.057*
(0.019) (0.022) (0.035) (0.032)

logHours 0.109*** 0.084* 0.129 0.128
(0.049) (0.045) (0.094) (0.099)

SD(EC [∆ log Yt+1]) -0.073*** -0.060*** -0.079* -0.082***
(0.018) (0.014) (0.040) (0.033)

log Yt−1 -0.276*** -0.263*** -0.248*** -0.292***
(0.019) (0.013) (0.032) (0.057)

logLt−1 0.029*** 0.018*** 0.019 0.015
(0.010) (0.005) (0.017) (0.017)

N 5,082 5,082 4,554 4,554
Industry FE No Yes No Yes
City × Round FE No Yes No Yes
R2 17.17% 45.67% 21.24% 48.86%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE V. Excessive Income Expectations and Choices: Consumption, Debt, and
Defaults

∆Ct is the differences ($ thousands) in the monthly average consumption between t and t − 1. ∆Bt is

the differences ($ thousands) in the average interest-incurring debt between t and t − 1. Defaultt+1 is

a dummy variable that is equal to t + 1 for 90-day delinquency in tt+1. E[Yt+1] is the expected level of

income ($ thousand) in period t+ 1 based on survey question 8 sent in period t. EC [∆Yt] is the expected

changes ($ thousands) in income from period t − 1 to period t. SD(EC [∆ log Yt+1]) is the log standard

deviation of expected income growth in period 1 based on survey questions 6, 7, and 8 assuming income

growth follows a Triangular distribution. Degree is the consumers’ highest degree earned. Hours is the

number of hours the customers usually work every week in period 0. log Yt and logLt are respectively

log monthly income and log credit card limit in period t. All variables are winsorized at 1% level by each

wave.

(1) (2) (3) (4) (5) (6)
∆Ct ∆Ct ∆Bt+1 ∆Bt+1 Defaultt+1 Defaultt+1

EC [Yt+1]− Yt+1 0.267*** 0.221*** 0.062*** 0.078*** 1.132*** 1.187***
(0.037) (0.043) (0.015) (0.018) (0.301) (0.328)

EC [∆Yt] 0.134*** 0.056*** -0.930*
(0.025) (0.018) (0.526)

Age 0.020** 0.001 -0.215**
(0.008) (0.003) (0.089)

Age2 -0.000** -0.000 0.001
(0.000) (0.000) (0.001)

logHours -0.003 -0.032 -3.798***
(0.033) (0.020) (0.744)

SD(EC [∆ log Yt+1]) 0.015 -0.011** 0.347***
(0.010) (0.005) (0.106)

log Yt−1 0.050*** 0.002 -0.287
(0.009) (0.008) (0.195)

logLt−1 -0.028*** 0.003 0.434***
(0.005) (0.005) (0.130)

N 9,636 9,636 9,636 9,636 9,636 9,636
Industry FE No Yes No Yes No Yes
City × Round FE No Yes No Yes No Yes
Individual FE No Yes No Yes No Yes
R2 3.88% 28.93% 2.76% 38.44% 0.96% 5.69%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE VI. Income Shocks and Subjective Income Uncertainty

EC [Yt+1] is the expected level of income ($ thousands) in period t+ 1 based on survey question 8 sent in

period t. EC [∆Yt] is the expected changes ($ thousands) in income between period t − 1 and period t.

E[Yt] is the expected income at time t estimated from (4). abs(Yt−E[Yt]) is the absolute value of income

surprises at period t. 1{Yt−E[Yt]<0} is an indicator function that’s equal to one if the income surprises at

period t are negative. SD(E[∆ log Yt+1]) is the log standard deviation of the income growth in period

t + 1 based on survey questions 6, 7, and 8 assuming income growth follows a Triangular distribution.

Degree is the consumers’ highest degree earned. Hours is the number of hours the customers usually

work every week in period t. log Yt and logLt are respectively log monthly income and log credit card

limit in period t. All variables are winsorized at 1% level by each wave.

(1) (2) (3) (4)
∆SD(E[∆ log Yt+1]) ∆SD(E[∆ log Yt+1]) ∆SD(E[∆ log Yt+1]) ∆SD(E[∆ log Yt+1])

abs(Yt − E[Yt]) 0.219*** 0.195*** 0.129*** 0.099**
(0.029) (0.033) (0.035) (0.047)

abs(Yt − E[Yt])× 1{Yt−E[Yt]<0} 0.094** 0.163**
(0.038) (0.065)

1{Yt−E[Yt]<0} 0.030 0.031
(0.020) (0.020)

EC [∆Yt] 0.036** -0.040*
(0.017) (0.023)

Age 0.016** 0.018**
(0.007) (0.008)

Age2 -0.000*** -0.000***
(0.000) (0.000)

logHours 0.002** 0.002*
(0.001) (0.001)

log Yt−1 0.008 0.009
(0.009) (0.009)

logLt−1 0.045*** 0.049***
(0.007) (0.006)

N 9,636 9,636 9,636 9,636
Industry FE No Yes No Yes
City × Round FE No Yes No Yes
Individual FE No Yes No Yes
R2 2.11% 41.95% 2.74% 48.27%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE VII. Asymmetric Effects of Excessive Income Expectations

∆Ct is the differences ($ thousands) in the monthly average consumption between t and t − 1. ∆Bt is

the differences ($ thousands) in the average interest-incurring debt between t and t − 1. E[∆Yt] is the

expected changes ($ thousands) in income from period t− 1 to t. E[Yt] is the expected income at time t

estimated from (4). 1{Yt−E[Yt]<0} is an indicator function that’s equal to one if the income surprises at

time 0 are negative. SD(E[∆ log Yt+1]) is the log standard deviation of expected income growth in period

t + 1 based on survey questions 6, 7, and 8 assuming income growth follows a Triangular distribution.

Degree is the consumers’ highest degree earned. Hours is the number of hours the customers usually

work every week in period t. log Yt and logLt are respectively log monthly income and log credit card

limit in period t. All variables are winsorized at 1% level by each wave.

(1) (2) (3) (4)
∆Ct ∆Ct ∆Bt+1 ∆Bt+1

Yt − E[Yt] 0.237*** 0.183*** 0.117*** 0.064**
(0.028) (0.055) (0.019) (0.031)

1{Yt−E[Yt]<0} -0.027 -0.013
(0.020) (0.017)

(Yt − E[Yt])× 1{Yt−E[Yt]<0} 0.113* 0.062*
(0.066) (0.038)

EC [∆Yt] 0.131*** 0.140*** 0.059*** 0.057***
(0.028) (0.026) (0.017) (0.017)

Age 0.025*** 0.021*** 0.002 0.002
(0.008) (0.008) (0.004) (0.004)

Age2 -0.000** -0.000** -0.000 -0.000
(0.000) (0.000) (0.000) (0.000)

Degree 0.010* 0.010** -0.001 -0.001
(0.004) (0.005) (0.004) (0.004)

SD(EC [∆ log Yt+1]) 0.008 0.009 -0.015*** -0.013**
(0.010) (0.010) (0.005) (0.006)

logHours 0.005 0.005 0.004 0.004
(0.003) (0.003) (0.003) (0.004)

log Yt−1 0.016 0.015* -0.018** -0.014*
(0.009) (0.009) (0.008) (0.008)

logLt−1 -0.025*** -0.026*** 0.003 0.003
(0.006) (0.006) (0.005) (0.005)

N 11,464 11,464 11,464 11,464
Industry FE Yes Yes Yes Yes
City × Round FE Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes
R2 27.31% 27.67% 32.57% 33.72%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE VIII. Estimation

This table gives the estimated parameters of the structural model. Panel A presents the parameters

estimated in the first stage, which involves direct calculation from the bank database and MLE estimation

of the parameters associated with the income process. Panel B gives the parameters estimated based

on SMM. Panel C gives the matched moments. Panel D gives the moments not directly targeted. w/c

is the average wealth-consumption ratio. p(default) is the proportion of defaults. w/y is the average

wealth-income ratio. median(w/y) is the median of the wealth-income ratio. low liq share is the fraction

of consumers with saving less than three months of income. top 5% liq share is the fraction of saving held

by the top 5% individuals in the model. Estimates of moments in the model is based on a simulation of

5,000 individuals with 500 periods, after a burning period of 1,000 periods for the distribution to reach

the steady state. Estimates of moments in the data is based on a random 5% of active customers in the

bank’s database. Model moments are trimmed at saving to average income ratio larger than 10.

Panel A Panel B Panel C Panel D
First-Stage Parameters Second-Stage Prameters Targeted Moments Not Targeted Moments

Estimates Estimates S.E. Data Model Data Model
(1) (2) (3) (4) (5) (6) (7)

α 0 γ 2.511 (0.267) w/c 0.818 0.818 w/y 1.351 1.243
ρ 0.970 χ 24.453 (1.201) p(default) 2.36% 2.36% median(w/y) 0.731 0.777
σν 0.150 top 5% liq share 31.38% 29.85%
σε 0.420 debtor % 29.89% 32.34%
β 0.975
ν 0.500
rb 0.055
rs 0.014
θ 1.641
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TABLE IX. Linking Income Shocks, Forecast Errors, and Consumption-Debt Decisions
in the Model

In Panel A, EC [Yt+1] is the expected level of income ($ thousands) in period t + 1 based on survey

question 8 sent in period t. In Panel B, EC [Yt+1] is the expected level of income at time t under

diagnostic expectation with θ = 1.641. In Panel A, E[Yt+1] is the expected income at time t estimated by

(4). In Panel B, E[Yt+1] is the expected income when θ = 0. ∆Ct is the changed in total consumption,

∆Bt is the changes in total liquid debt. Default is a dummy variable that is equal to 100 if consumer

i has a 90-day delinquency, and zero otherwise. All variables in Panel A are winsorized at 1% level by

each wave. For columns (1) in panels A and B, data are based on 100,000 periods of simulation with a

burning periods of 100. For columns (2) to (4) in Panel B, analysis is based on a simulation of 20,000

individuals with 1,000 periods, after a burning period of 100 periods. Data is right trimmed at saving to

average income ratio larger than 8.13, which is the maximum number in the data.

(1) (2) (3) (4) (5)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 ∆Ct ∆Bt+1 Defaultt+1

Panel A: Simulation

θ = 0 θ = 1.641

Yt − E[Yt] -0.040*** 0.388***
(0.004) (0.004)

EC [Yt+1]− Yt+1 0.243*** 0.074*** 0.949***
(0.000) (0.000) (0.003)

N 99,998 99,998 7,900,875 7,900,875 7,900,875

Panel B: Data

Yt − E[Yt] 0.388***
(0.051)

EC [Yt+1]− Yt+1 0.225*** 0.077*** 0.929***
(0.045) (0.028) (0.236)

N 11,464 11,464 11,464 11,464

Standard Errors in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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Figure A.1. Comparing Computed Individual-level Income and Registry-based Income

Panel A in this figure is a binned scatter plot that compares the income values computed by the bank

based on the transaction-level data the bank accesses and following the steps described in section B. of

the paper and the registry income values reported by the same consumers in our sample to the Chinese

tax authority, which can be accessed through one-to-one matching of individual tax identifiers. Panel B

compares consumer answers from survey question 1 and the income from the bank at the same period.

R2 of regressing the two measures in Panel A is 78.26% ; R2 of regressing the two measures in Panel B

is 72.56%.

Panel A: Comparisions of Income Measures Panel B: Survey Answers and Bank Measures

2



Figure A.2. Impulse Responses after Transitory Income Shocks

This figure gives the IRFs after a series of persistent income shocks at the half-year frequency. The

simulation is based on 20,000 individuals initially at the stochastic steady states. Starting at the stochastic

steady states, each individual receives a 3-year sequence of positive shocks that result in a 3 standard

deviation cumulative shock over three years. The top left panel gives the introduced transitory income

shocks. The top right panel gives the updates in expected log income, where oi,t = κ(1+θ)(yi,t−α−ẑi,t−1).

The bottom four panels are respectively the percentage difference in income expectations, consumption,

borrowing, and default probability relative to when shocks are not introduced. The red solid lines present

the results when θ = 1.641; the blue dashed lines present the results when θ = 0.
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TABLE A.1. Income Shocks and Misbeliefs – Subjective Income Shocks

EC [Yt+1] is the expected level of income ($ thousands) in period t + 1 based on survey question 8 sent

in period t. EC [∆Yt] is the expected changes ($ thousands) in income between period t − 1 and period

t. SD(EC [∆ log Yt+1]) is the log standard deviation of expected income growth in period t+ 1 based on

survey questions 6, 7, and 8 assuming income growth follows a Triangular distribution. Degree is the

consumers’ highest degree earned. Hours is the number of hours the customers usually work every week

in period t. log Yt and logLt are respectively log monthly income and log credit card limit in period t.

All variables are winsorized at 1% level by each wave.

(1) (2) (3) (4)
EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1 EC [Yt+1]− Yt+1

Yt − EC [Yt] 0.349*** 0.346*** 0.353*** 0.348***
(0.046) (0.053) (0.060) (0.058)

EC [∆Yt] 0.036 0.057 0.048
(0.039) (0.036) (0.038)

Age 0.018** 0.015* 0.012
(0.008) (0.008) (0.011)

Age2 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Female -0.079** -0.073**
(0.037) (0.035)

College 0.054*** 0.060***
(0.015) (0.017)

logHours 0.090** 0.081** 0.091**
(0.036) (0.036) (0.041)

SD(EC [∆ log Yt+1]) -0.054*** -0.046*** -0.049***
(0.016) (0.017) (0.019)

log Yt−1 -0.212*** -0.208*** -0.223***
(0.020) (0.021) (0.021)

logLt−1 0.006 0.008 0.005
(0.006) (0.006) (0.006)

N 9,636 9,636 9,636 9,636
Industry FE No No Yes No
City × Round FE No No Yes Yes
Individual FE No No No Yes
R2 7.10% 18.39% 21.78% 33.26%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.2. Income Shocks and Misbeliefs – log Scale

EC [yt] is the log of expected level of income ($ thousands) in period 1 based on survey question 8 sent

in period 0. ∆yt is the changes in log income between period t − 1 and period t. SD(EC [∆ log Yt+1])

is the log standard deviation of expected income growth in period t + 1 based on survey questions 6,

7, and 8 assuming income growth follows a Triangular distribution. Degree is the consumers’ highest

degree earned. Hours is the number of hours the customers usually work every week in period t. log Yt
and logL0 are respectively log monthly income and log credit card limit in period t. All variables are

winsorized at 1% level by each wave.

(1) (2) (3) (4)
EC [yt+1]− yt+1 EC [yt+1]− yt+1 EC [yt+1]− yt+1 EC [yt+1]− yt+1

yt − E[yt] 0.252*** 0.248*** 0.221*** 0.207***
(0.031) (0.045) (0.043) (0.038)

EC [∆yt] -0.144*** -0.131*** -0.097***
(0.015) (0.016) (0.018)

Age 0.003 0.004 0.003
(0.008) (0.008) (0.006)

Age2 -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

Female -0.029*** -0.031***
(0.008) (0.008)

College 0.050*** 0.049***
(0.011) (0.011)

logHours 0.025 0.025 0.027
(0.025) (0.023) (0.022)

SD(EC [∆ log Yt+1]) 0.024** 0.031** 0.021*
(0.010) (0.014) (0.011)

log Yt−1 -0.242*** -0.215*** -0.194***
(0.012) (0.017) (0.018)

logLt−1 0.011*** 0.012*** 0.008**
(0.004) (0.004) (0.003)

N 9,276 9,276 9,276 9,276
Industry FE No No Yes No
City × Round FE No No Yes Yes
Individual FE No No No Yes
R2 5.51% 19.86% 26.11% 35.19%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.3. Misbeliefs and Economic Behaviors – log Scale

∆ct is the log differences in the monthly average total consumption between t− 1 and t. Default is an

indicator for 90-day delinquency in t + 1. EC [yt+1] is the log of expected level of income ($ thousand)

in period t + 1 based on survey question 8 sent in period t. EC [∆yt] is the expected changes in log

income between period t − 1 and period t. SD(E[∆ log Yt+1]) is the log standard deviation of expected

income growth in period t + 1 based on survey questions 6, 7, and 8 assuming income growth follows a

Triangular distribution. Degree is the consumers’ highest degree earned. Hours is the number of hours

the customers usually work every week in period 0. logLt is the log of credit card limit in period t. All

variables are winsorized at 1% level by each wave.

(1) (2) (3) (4)
∆ct ∆ct Default Default

EC [yt+1]− yt+1 0.182*** 0.245*** 1.658*** 1.235***
(0.022) (0.025) (0.307) (0.320)

EC [∆Yt] 0.084*** -1.384***
(0.013) (0.335)

Age -0.003 -0.161
(0.007) (0.126)

Age2 0.000 0.001
(0.000) (0.001)

SD(EC [∆ log Yt+1]) -0.034*** 0.328***
(0.013) (0.118)

log Yt−1 -0.002* -0.061***
(0.001) (0.019)

logLt−1 -0.001 0.596***
(0.011) (0.117)

N 9,276 9,276 9,276 9,276
City × Round FE No Yes No Yes
Individual FE No Yes No Yes
R2 2.97% 7.44% 0.92% 4.08%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.4. Misbelief and Economic Behaviors – Alternative Specification

∆Ct is the differences ($ thousands) in the monthly average consumption between t and t − 1. ∆Bt is

the differences ($ thousands) in the end-of-period interest-incurring debt between t and t − 1. Default

is an indicator for 90-day delinquency in t + 1. E[Yt] is estimated based on (4). ∆Yt is the changes ($
thousands) in income between period t − 1 and period t. Columns (1), (3), and (5) focus on the same

sample period as that in the main analysis. Columns (2), (4), and (6) use a longer sample that includes

all the data available for the same survey participants. All variables are winsorized at 1% level by each

wave.

(1) (2) (3) (4) (5) (6)
∆Ct ∆Ct ∆Bt+1 ∆Bt+1 Default Default

Yt − EC [Yt] 0.245*** 0.217*** 0.112*** 0.107*** 0.559*** 0.541***
(0.034) (0.039) (0.022) (0.025) (0.112) (0.127)

E[∆Yt] 0.092*** 0.112*** 0.015 0.024 -0.134** -0.297***
(0.032) (0.037) (0.023) (0.024) (0.061) (0.051)

Age 0.023*** 0.020*** 0.004 0.005 -0.775*** -0.826***
(0.007) (0.007) (0.004) (0.005) (0.135) (0.229)

Age2 -0.000** -0.000** -0.000 -0.000* 0.003*** 0.005***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.001)

log Yt−1 0.011 0.019** -0.017** -0.025*** -0.217*** -0.262***
(0.007) (0.009) (0.008) (0.007) (0.043) (0.051)

logLt−1 -0.023** -0.021** 0.023** 0.021*** -0.249*** -0.184***
(0.009) (0.009) (0.010) (0.008) (0.073) (0.044)

N 9,636 43,259 9,636 43,259 9,636 43,259
Industry FE Yes Yes Yes Yes Yes Yes
City × Round FE Yes Yes Yes Yes Yes Yes
Individual FE Yes Yes Yes Yes Yes Yes
Longer Sample No Yes No Yes No Yes
R2 27.89% 24.39% 32.35% 29.89% 5.23% 4.12%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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TABLE A.5. Misbeliefs, Cash Withdrawals and Cross-Bank Transfers

∆Withdrawt is the changes in cash withdrawal between t and t−1, ∆Transfert is the changes in the net

transfers from this bank to other bank accounts. E[Yt+1] is the expected level of income ($ thousand) in

period t+ 1 based on survey question 8 sent in period t. EC [∆Yt] is the expected changes ($ thousands)

in income from period t − 1 to period t. SD(EC [∆ log Yt+1]) is the log standard deviation of expected

income growth in period 1 based on survey questions 6, 7, and 8 assuming income growth follows a

Triangular distribution. Degree is the consumers’ highest degree earned. Hours is the number of hours

the customers usually work every week in period 0. log Yt and logLt are respectively log monthly income

and log credit card limit in period t. All variables are winsorized at 1% level by each wave.

(1) (2) (3) (4)
∆Withdrawt ∆Withdrawt ∆Transfert ∆Transfert

EC [Yt+1]− Yt+1 0.031 0.019 -0.020 -0.024
(0.064) (0.057) (0.016) (0.027)

E[∆Yt] 0.171** -0.076**
(0.068) (0.030)

Age 0.011* 0.003
(0.006) (0.006)

Age2 -0.000* -0.000
(0.000) (0.000)

Female -0.014**
(0.007)

College 0.019***
(0.005)

SD(E[∆ log Yt+1]) -0.024*** -0.031***
(0.008) (0.006)

logHours 0.000 -0.032***
(0.001) (0.008)

log Yt−1 0.024** 0.005
(0.012) (0.005)

logLt−1 -0.020* -0.012**
(0.012) (0.006)

N 9,636 9,636 9,636 9,636
City FE × Round FE No No Yes Yes
Individual FE No No Yes Yes
R2 0.27% 17.32% 56.32% 59.99%

Standard Errors Clustered at City×Year Level in Parentheses
* p <0.10 ** p <0.05 *** p <0.01
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I Household Consumption and Preferences Survey

Credit cards are an important method for daily consumption. To better understand the impact of credit

cards on people’s lives, we randomly selected a certain number of active credit card users from our bank

to participate in a survey. We hope to use this survey to study the consumption behaviors and preferences

of the residents generally. Therefore, we will focus only on highly summarized information for scientific

research purposes, such as average values. We will not disclose the personal information of the participants

in any respect. We will not, in any way, change the types of financial products we provide, including those

regarding credit scores, credit limits, deposit rates, etc., based on the participants’ personal answers.

1. What was your average monthly income over the past year?

2. How many of your credit cards do you usually use as a form of payments?

(a) 0
(b) 1
(c) 2
(d) 3 or more

3. What’s the lowest possible credit card limit you believe you could have in 6 months?

4. What’s the highest possible credit card limit you believe you could have in 6 months?

5. What would your total credit card limit most likely be in 6 months?

6. What would be the lowest possible level of average monthly income you believe you would get over
the next 6 months?

7. What would be the highest possible level of average monthly income you believe you would get over
the next 6 months?

8. What would your average monthly income most likely be in the next 6 months?

9. How many hours do you usually work per week?

10. What’s the total amount of credit limit you have?
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