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Background 

For universal acceptance of a medical product, In Silico 

Clinical Trials need to test it on a sample population 

which captures the heterogeneity in the population. 

Heterogeneity connotes different age groups, gender, 

and inclusion of pathological conditions. Sample 

population should preferably include equal number of 

patients in each of these groups to be statistically 

significant. However, it is difficult to procure 

sufficiently large and properly balanced sample sets 

fulfilling these requirements. Deep Generative Models 

(DGMs) act as a great solution to all these challenges as 

they can create well-balanced synthetic datasets. 

Architecture of DGMs is dependent on the kind of data 

to be generated. In this study, we therefore developed a 

new DGM strategy to capture the facets of medical data. 

 
Figure 1: Challenges for ISCTs and their respective solutions  

Method 

Medical data can be classified into three classes: 

(a)Tabular Data (or One-Dimensional data) ; (b) 

Medical Images (or Two-Dimensional data) ; (c) Mesh 

geometries (or Three-Dimensional data). We identified 

the key requirements for each data type and the 

important patient-specific parameters for ISCTs. Each 

DGM framework has been designed based on these 

requirements to ensure that the generated data is 

clinically valid.  

 

Results 

Our observational and contextual assessment showed 

that class-based attribute learning in DGMs lead to 

creation of tenable synthetic samples.  

 
Figure 2: Overview of Deep Generative Models for different 

medical data 

Correlation-aware[1] DGM intends to retain the 

dependencies between parameters for generation of 

plausible new samples. Intensity-aware[2] DGM 

captures the spatial relation in images for distinct 

formation of bone and soft tissues. Geometry-aware[3] 

DGM learns the coordinate (in)dependent features from 

mesh structures to generate new geometries. 
  

Conclusion 

Our results show that the DGMs such as Generative 

Adversarial Networks (GANs),Variational auto-

encoders (VAEs) or a hybrid model should comprise 

facet-based learning potentiality for physiologically 

relevant sample generation. Further utilization of this 

surrogate dataset for AI models makes the models robust 

against privacy attacks. 
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