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Abstract

We show that an increase in stock return exposure to media attention to narra-
tives, measured with standard methods for extracting topic attention from news text,
leads to a lower stock price informativeness about future fundamentals. Empirically,
narrative exposure explains over 86% of idiosyncratic variance in the cross-section,
and both narrative exposure and non-systematic information channels—idiosyncratic
variance and variance related to public information—decrease stock price informa-
tiveness. Moreover, stocks with high narrative exposure demonstrate elevated trad-
ing volume. To rationalize the empirical results, we suggest a mechanism based on
disagreement among investors arising due to the differential processing of informa-
tion in media narratives.
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1 Introduction

While slow-moving fundamentals play an essential role in asset pricing models as drivers of risks
and risk premiums, in everyday lives, investors are constantly exposed to an intense flow of
news containing informative, uninformative, and potentially biased signals from media outlets.
Building on Robert Shiller’s insights on the link between narratives and economic behavior (see,
Shiller, 2020), a growing body of research now extracts narratives from the news and analyzes
how media’s attention to various narratives is related to economic quantities. Our main objective
is to study how media attention to narratives affects the information embedded in stock prices in
a typical environment, where differential interpretations of potentially biased news delivered by
the media lead to disagreement among investors.! Do asset prices co-move with the intensity of
coverage of specific narratives in the news media? Do stock prices that fluctuate stronger with
narrative attention aggregate more information about future fundamentals? Does stock price
exposure to media narrative attention create excess volatility? We address these and related

questions empirically and suggest a plausible theoretical mechanism explaining the results.

First, we empirically show that individual stocks’ price informativeness decreases for stocks
that strongly co-move with media attention to narratives, with the effect more pronounced for
smaller speculative stocks with lower institutional ownership. Second, we demonstrate that
while adding narrative attention to standard factor models boosts a model’s explanatory power
by a tiny fraction (less than 0.1% adjusted R?, on average), narrative exposure—defined as the
weighted average intensity of return co-movement with individual narrative’s attention—turns
out to be the most prominent cross-sectional explanatory variable for idiosyncratic variance.
The firm-specific public information component of return variance primarily drives the pattern,
resulting in the level of the idiosyncratic and public-information-related variances being also
linked to lower stock price informativeness. Third, we find that stocks strongly exposed to nar-
rative attention experience higher turnover, which supports the role of media narrative exposure

in explaining dispersion in latent demand across assets. Finally, we rationalize our findings with

! A growing body of research highlights news media biases and their implications for financial markets (e.g.,
Mullainathan and Shleifer, 2005; Baloria and Heese, 2018; Niessner and So, 2018; Goldman, Gupta, and Is-
raelsen, 2021; Goldman, Martel, and Schneemeier, 2022) and an established literature studies departure from full
rationality when agents process information and form beliefs (see Barberis, 2018 for a review). Cookson and
Niessner (2020) document that investors’ decisions are affected by both different information sets and differential
interpretation of information.



a stylized dynamic trading model featuring media bias. The model shows that in an economy
with biased media populated by some unsophisticated agents who cannot distinguish bias from
true signals, asset returns correlate with media attention to narratives. In turn, the informa-
tiveness of asset prices diminishes with higher narrative exposures, ultimately leading to higher

non-systematic variance in asset returns.

We use a large archive (more than 300,000) of online Wall Street Journal (WSJ) news articles
to measure the news media’s attention to narratives, which we extract for the period 1998 - 2021
using the Latent Dirichlet Allocation (LDA) algorithm. The procedure optimally identifies 33
narratives, covering issues related to politics, regulation, natural resources, fixed income, equity
markets, and entertainment, among others. Importantly, media attention to each narrative
varies substantially over time, reflecting, amongst other things, changing social and economic
conditions, readers’ interests, and media preferences, which have been shown to inhabit biases
related to negativity (Gurun and Butler, 2012; Niessner and So, 2018), local bias (Gurun and
Butler, 2012), political slant (Gentzkow and Shapiro, 2010), and political polarization (Goldman,
Gupta, and Israelsen, 2021). We measure stocks’ exposure to media narrative attention by
regressing each stock’s daily excess returns on standard factors augmented with the media’s
attention to a narrative, then take the latter’s coefficient as a narrative beta. We define a
stock’s narrative exposure as the weighted average of absolute narrative betas for all identified
narratives. Empirically, our proposed measure barely correlates with the number of mentions
of a given firm in the news and, thus, is markedly different from standard stock-specific news

coverage.

To test the link between narrative exposure and price informativeness, we adopt a micro-
founded stock-level measure of price informativeness based on Bai, Philippon, and Savov (2016),
defined as the predicted variation in cash flows using current market prices. Bai, Philippon, and

Savov (2016) demonstrate that this measure is also justified as a welfare measure using Q-theory.?

2In addition to its solid theoretical foundation and empirical support, we prefer this measure to the often-
used nonsynchronicity measure—defined as 1 — R? from a market model—because nonsynchronicity ambiguously
captures both noise and potentially firm-specific information in stock prices. For example, a decrease (increase) in
R? (nonsynchronicity) can be entirely due to noisy prices without any improvement in price informativeness, and
vice versa. Accordingly, Brogaard, Nguyen, Putnins, and Wu (2022) show that despite the recent increases in R?,
which implies less informative prices based on nonsynchronicity, stock prices have instead increasingly reflected
more firm-specific information. They also show that nonsynchronicity yields implausible relationships between
price informativeness and several firm characteristics.



We employ a two-stage methodology where we first run an annual cross-sectional regression of
future firm fundamentals on current market value and its interaction with narrative exposure
and controls, then test whether the average coefficients differ from zero in the second stage. We
observe lower price informativeness in stocks with higher narrative exposure, especially when the
average market-wide narrative exposure is high. Importantly, an increase in a firm’s narrative
exposure leads to a decline in the informativeness of its price relative to those of similar firms

that did not experience an increase in narrative exposure.

We establish the second major result by showing that narrative exposure alone explains
over 86% of the cross-sectional variation in stocks’ idiosyncratic risk. We use the Brogaard,
Nguyen, Putnins, and Wu (2022) (BNPW) approach to decompose non-systematic variance
into private and public firm-specific information and noise and find that narrative exposure is
most closely related to the public information component, with noise and private information
following closely behind. We find a consistent pattern between the different components of stock
variance and price informativeness: high idiosyncratic and public-information-related variances
are the strongest detractors of the information contained in stock prices. Finally, we provide
consistent evidence for a positive link between shocks to narratives’ attention and the turnover

of stocks highly affected by such shocks.

To rationalize these results, we develop a stylized trading model with time-varying public
information that addresses the following questions: Why would stock returns co-move with
changes in news media’s attention to narratives? How would exposure to narratives relate to
price informativeness in the cross-section? The major driver behind the model is the bias in nar-
ratives delivered by media outlets. Following Mullainathan and Shleifer (2005), we acknowledge

that media “bias is not a bug but a feature”?

of the news media industry and that narratives
can contain biases for a number of reasons, including to serve as a selling point for specific media
outlets. To ensure close alignment with the current state of empirical research, the model maps

the LDA algorithm—used in our empirical analysis—to the information process investors face.

An overview of the setup is as follows. A media outlet publishes news articles around several
narratives correlated with firms’ fundamentals. The amount of attention accorded to a narrative

determines the number of articles on that narrative, and the narrative attention evolves randomly

3www.nytimes.com/2005/05/19/business/media/another-view-of-news-bias-as-selling-point.html
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over time. Articles are informative but are also biased, and a fraction of investors do not account
for this bias.? To derive a clear message about price informativeness, we assume investors are

risk neutral and hence shut down any impact of narratives on risk premiums.

The model provides the following insights: (i) When attention to a narrative increases, the
associated bias receives more weight in the unsophisticated investors’ beliefs. Because asset
prices reflect these beliefs, stock returns move in the direction of the narrative bias adjusted
for cash flow narrative exposures. In this way, the model provides a mechanism for stock
return covariance with changes in narrative attention—that is, for stocks’ exposure to media
narratives. (ii) The bias-related stock price reaction to changes in narrative attention is unrelated
to fundamentals and is, therefore, detrimental to price informativeness. (iii) Narrative exposures
proxy for this non-fundamental source of return variation and are negatively related to price
informativeness in the cross-section. (iv) Narrative exposures proxy for a significant part of
non-systematic return variance despite the fact that shocks to narrative attention explain only
a modest fraction of return variance. (v) A shock to narratives’ attention or bias boosts the

trading volume in the stocks highly exposed to particular narratives.

Literature review. Our study is related to several developing and mature strands of litera-

ture, and we establish new and revealing connections among some research directions.

To quantify price informativeness empirically, we rely on the cross-sectional measure by Bai,
Philippon, and Savov (2016), and we give a structural interpretation of this measure in our
model. Recent studies have used this measure in various settings: Kacperczyk, Sundaresan, and
Wang (2020) use it to analyze the effect of foreign institutional investments on price informa-
tiveness; Chen, Kelly, and Wu (2020) use it to measure information spillovers between buy-side
and sell-side research, and Cao, Goyal, Ke, and Zhan (2022) use it to study the effect of options
trading on stock price informativeness. Farboodi, Matray, Veldkamp, and Venkateswaran (2021)
introduce a similar measure to quantify the effects of data abundance on the information content
of prices. We contribute to this literature by relating price informativeness to return narrative

exposures both theoretically and empirically.

41t is rather unimportant at which stage of the model the bias in the signal appears—directly in the narratives
delivered by media outlets or in the processing of the narratives by investors. We use biased media as the primary
channel for tractability and to better reflect the current state of the literature highlighting news media biases
(e.g., Mullainathan and Shleifer, 2005; Baloria and Heese, 2018; Goldman, Martel, and Schneemeier, 2022).



This study also relates to the recent applications of news media text in economics and
finance research. As in this study, Bybee, Kelly, Manela, and Xiu (2021) use LDA to quantify
the structure of economic news and show that news predicts certain macro variables. Bybee,
Kelly, and Su (2022) use LDA to extract latent risk factors from news text, and Hanley and
Hoberg (2019) use the algorithm to study emerging risks in the financial sector. Other studies
apply supervised or semi-supervised algorithms to infer certain economic quantities from news
text. For instance, Baker, Bloom, and Davis (2016) develop an index of policy uncertainty,
Manela and Moreira (2017) develop a news-based volatility index, Engle, Giglio, Kelly, Lee, and
Stroebel (2020) construct a news-based climate risk measure, Liu and Matthies (2022) quantify
investor concerns about economic growth, and Dim, Koerner, Wolski, and Zwart (2022) produce
a news-implied sovereign default risk index. All of these studies focus on the role of the media

as a valuable source of unstructured data relevant for tracking various economic quantities.

In contrast, we build on research highlighting news media biases (e.g., Mullainathan and
Shleifer, 2005; Gentzkow and Shapiro, 2006; Reuter and Zitzewitz, 2006; Baloria and Heese,
2018; Goldman, Gupta, and Israelsen, 2021), as well as biases in investors’ belief formation,
such as over- and under-reaction (e.g., De Bondt and Thaler, 1985; Shleifer and Summers, 1990;
Barberis, Shleifer, and Vishny, 1998; Frazzini, 2006; Bordalo, Gennaioli, Ma, and Shleifer, 2020),
to document three main theoretically motivated results: (i) time-varying attention to specific
narratives in the media affects firms heterogeneously; (ii) due to media and investor biases, firms
that are disproportionately exposed to media narrative attention shocks have less informative
stock prices; and (iii) exposure to high-frequency media attention shocks is a predominant driver
of excess volatility in stock returns. Therefore, although the news media can yield useful signals,
it distorts some firms’ asset prices. We establish media attention to narratives as a theoretically

sound and empirically important channel of disagreement in financial markets.

We also contribute to the literature on news media’s effects on the stock market. Tet-
lock (2007) shows that media pessimism depresses the aggregate market return, consistent with
models of noise and liquidity traders. Garcia (2013) shows that this destabilizing impact of
the media is magnified in bad times. Calomiris and Mamaysky (2019) show that news predicts
aggregate returns in a manner that suggests that news flow mainly captures non-priced risks.

Tetlock, Saar-Tsechansky, and Macskassy (2008) show that sentiment in firm-specific news pre-



dicts returns. Some papers document stock return overreaction and/or underreaction to media
coverage (e.g., Hillert, Jacobs, and Miiller, 2014; Manela, 2014; Frank and Sanati, 2018). Our
focus and approach markedly differ from these papers. While they primarily focus on the impact
of the news media, mainly sentiment, on stock returns, we analyze the biases reflected in media
narratives and establish theoretically and empirically the direct destabilizing impact of media

narrative exposure on the information content of individual stock prices.

Our results provide important insights for the literature on demand-based asset pricing and
the determinants of cross-sectional variance. Recent work (Koijen and Yogo, 2019, p.1488)
estimates that changes in latent demand are the most important demand-side determinant of
the cross-sectional variance of stock returns, explaining 81 percent of the cross-sectional variance.
Gabaix and Koijen (2021) build on De Long, Shleifer, Summers, and Waldmann (1990)’s model
that features noisy beliefs driving demand fluctuations. They identify changes in beliefs as one
of the potential determinants of high-frequency flows. We find that stocks’ exposure to narrative
shocks is one such proxy for changes in beliefs that result in trading, in turn explaining over
85% of the total and idiosyncratic variances in the cross-section. Consistent with the proposed
theoretical mechanism, we establish narrative exposure as the major characteristic explaining
non-systematic variance in the cross-section of stocks, complementing the residual household

income risk channel of Herskovic, Kelly, Lustig, and Van Nieuwerburgh (2016).

The rest of the study is organized as follows. Section 2 describes the data sources, con-
struction of stock and firm characteristics, the extraction of narratives from news text, and the
computation of media narrative exposures. It also contains the summary statistics of the main
variables used for analysis in subsequent sections. Section 3 first analyzes how different stock
return variance components (i.e., proxy for information channels affecting stock returns) relate
to narrative exposure and, in turn, price informativeness, and then tests how price informative-
ness is affected by media narrative exposures directly. It also analyzes a link between narrative
shocks and turnover. Section 4 develops a model that supports the empirical analysis. Section 5
concludes the paper.The online appendix contains a description of data processing procedures,

as well as robustness tests and extensions.



2 Data and Variable Measurement

This section describes the main data sets and variables used in the study: Section 2.1 covers
general stock variables, Section 2.2 defines the sources of news text, Section 2.3 describes the
procedures for extracting narratives and measuring narrative exposure, and Section 2.4 provides
summary statistics and a preliminary analysis. Our sample period spans from 1998-2021, because

our news media data begins in 1998. Table A1 describes all of the variables used in this study.

2.1 Stock and Firm Characteristics

Our sample comprises US common stocks (share codes 10 and 11) listed on the NYSE, AMEX,
and NASDAQ stock exchanges. We retrieve daily stock returns, prices, market capitalization,
and volume from the daily data files of the Center for Research in Security Prices (CRSP). We
obtain firm fundamentals from the Compustat North America Annual File. We exclude firms
in the financial sector, firms with year-end market capitalization below $1 million, and filter out
stock years with less than 20 observations and stock years in which a stock changed its primary
exchange. We use daily factor returns from Kenneth French’s Data Library with stock returns

to compute factor exposures, idiosyncratic variance, and other characteristics.

We decompose stock return variances into components representing particular information
channels using two approaches. First, each year we estimate from daily returns standard linear
factor models (market model and four-, and five-factor models by Fama and French (1993),
Carhart (1997), and Fama and French (2015)) to decompose excess returns into systematic and
idiosyncratic components and compute their respective variances. Second, we decompose stock
return variance into components stemming from market information, private information, public
information, and noise using the vector autoregression framework of BNPW. We perform the
decomposition separately for each stock yearly using daily returns. The details of the procedures

for both approaches are provided in the Online Appendix OA.2.



2.2 News Media Text

Public information affecting agents’ trading decisions flows primarily through the news media.
For our purposes, one requires a news media outlet that is not only widely read by financial
market participants but also has a relatively long history and is easily retrievable. We rely on
the historical news archive of the WSJ for a large corpus of historical news text and use it to

quantify the evolution of different media narratives and firms’ exposure to those narratives.

We retrieve the WSJ’s historical news archive through its website, spanning from 1998, the
first year of availability, to 2021. We apply filters to remove sections of the Journal that are
highly unlikely to be relevant to financial markets and that stand the chance of introducing
unnecessary noise into our text corpora. These sections include Entertainment, Leisure & Arts,
Sports, Lifestyle & Culture, and the like—in total, 37 categories. We further process the news
article texts to reduce dimensionality and noise using the SpaCy text processing pipeline. We
lemmatize words, convert text to lowercase, and exclude stopwords and entities such as persons,
geopolitical areas, locations, and nationalities. We also exclude articles shorter than 20 words

and end up with 348,649 news articles—averaging 1,206 articles per month—for further analysis.’

2.3 Extracting Media Narratives and Computing Narrative Exposures

Procedures for Extracting Media Narratives. Daily news text publications cover various
issues that grab agents’ attention and potentially shape various economic decisions, including
stock trading. Such an information-rich environment has apparent benefits but poses significant
challenges related to the extraction of the parsimonious set of narratives behind the news.
However, as Shiller (2017) advocates, one can apply recent advances in textual analysis and

natural language processing to extract the underlying topical narratives in news text.

We adopt the unsupervised machine learning Latent Dirichlet Allocation (LDA) algorithm

of Blei, Ng, and Jordan (2003), which has been successfully used in settings similar to ours (e.g.,

5Bybee, Kelly, Manela, and Xiu (2021) and Bybee, Kelly, and Su (2022) also use the WSJ text corpus but have
sample periods, starting from 1984, and a different number of news articles, roughly 764,000. The differences arise
primarily because the authors obtained their text corpus directly from the Dow Jones Historical News Archive.
In contrast, we only have access to digitally accessible online data.



Bybee, Kelly, Manela, and Xiu, 2021; Bybee, Kelly, and Su, 2022; Hanley and Hoberg, 2019).

The implementation details are presented in Appendix OA.1.

We find a total of 33 narratives, which we manually label based on the (top-100) unigrams
and bigrams with the largest rescaled term weights. We aggregate the across-article narrative
distribution daily to obtain the level of attention to each narrative on a given day as follows:

1 M
0 _ M Zm:l OmalvT
L, -

T D, ’ (1)

where 0; ; captures the level of attention to narrative [ on day 7, 0,,;, denotes the level of

M
. . . . ) . .
attention to narrative [ in article m on day 7, and D, = le1 W is a normalization

that ensures 0; ; sums to one so that attention allocation each day is a probability distribution.

Quantifying Exposures to Media Narratives. We quantify firms’ exposure to individual
narratives by the weighted co-movement between stock returns and individual narrative atten-
tion shocks GNZJ, which are measured (similar to Bybee, Kelly, and Su, 2022) on day 7 as the
difference between day 7’s attention level and the average attention level over the past five days
ending on 7 — 1, i.e., 9~l,¢ =0 — %E?Zl 0; —;. First, we estimate an augmented factor model

for each firm n using daily stock returns in year ¢ and narrative [’s attention shocks:

Ty =0+ ﬂ;:tFT + BZ?&T[T@J +énrs (2)

where 7, » is stock n’s excess return, and F; is the vector of factor realizations (we use the
four-factor Carhart (1997) model as the main specification) on day 7 in year t. We define the
aggregate Narrative Exposure as the average of individual narrative betas’ absolute values

weighted by the volatility of each narrative’s attention each year t:7
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5Table OB2 contains the 50 top terms for each narrative. We use the TF-IDF (Term Frequency-Inverse Dense
Frequency) weighting, i.e., scale the narrative-term weights such that terms that occur very frequently in a given
narrative but less so across all other narratives have high weights for that narrative.

"The attention levels are on average lowly correlated, and weighting by the covariance matrix of attention to
narratives produces similar results.

(3)

Narrative Exposure, ; =




Thus, Narrative Exposure, ; captures the average magnitude of stock n’s return co-movement
with attention shocks to all identified narratives.® Stocks with high exposure are potentially
affected by trading decisions that move prices when any of the narratives witnesses strong
attention shocks. Those trading decisions may be driven by the public information inherent in
the attention shock or may be due to other information sources that are coincidentally manifested

in the narrative attention shock.

To clarify, narrative exposure differs substantially from firm-specific news coverage. Although
particular firms can receive high media coverage when certain narratives are actively discussed
in the media, and as a result, smaller firms with typically low media coverage may experience
higher narrative exposure when they are mentioned in the news compared to larger firms, we
find that narrative exposure is barely correlated with firm-specific news coverage. Using firm-
specific news coverage information from RavenPack, we compute the correlation between a firm’s
narrative exposure and the total number of mentions of the firm in the WSJ in a year within
firm-size quintiles. The absolute correlations are close to zero (less than 0.09) and non-monotonic

(slightly higher for mid-sized firms).

2.4 Summary Statistics and Preliminary Analysis

Table 1 shows the summary statistics for most of the variables used in the analysis, and Ta-

ble OB1 in the Online Appendix shows correlations among variables of interest.

Figure 1 depicts the evolution of the aggregate Narrative Exposure defined in (3), averaged
each year across all firms in the sample, by size quintiles and major industry groups. In Panel A
the market-wide narrative exposure demonstrates rich dynamics, clearly spiking a year or two
before formal recessions in the economy (defined according to the National Bureau of Economic
Research, NBER), and staying relatively low between these periods. Panel B reveals two striking
and persistent patterns: (i) Exposure to media narratives decreases monotonically across size
quintiles, which means that smaller firms’ stock prices are generally more exposed to media
narrative attention shocks. (ii) Exposure to media narratives spikes for firms across all size

groups during major stock market downturns, but more so, again, for smaller firms. The first

®One can also define narrative exposure to each narrative [ as Narrative Exposuren 1 = |84 |. We provide

additional analysis using this definition for selected sub-groups of narratives in Online Appendix OC.
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Mean  Std 10% 25% 50% 75% 90% Obs.

Panel A: Narrative exposure.

Narrative Exposurey, 0.145 0.098 0.052 0.074 0.116 0.187 0.277 81,952
Panel B: Variance decomposition.
IdVarn,tx103 1.943 2.703 0.184 0.371 0.898 2.294 4.880 81,952
SysVary X 103 0.218 0.334 -0.000 0.033 0.105 0.257 0.560 81,952
Mk:t]nfon,t><1O‘r3 0.170 0.270 0.004 0.020 0.068 0.193 0.449 57,974
Private[nfon,tx103 0.455 0.601 0.038 0.088 0.226  0.567 1.143 57,974
Public[nfonytx103 0.737 1.038 0.070 0.137 0.333  0.880 1.863 57,974
Noisen,txlo?’ 0.852 1.498 0.042 0.104 0.293 0.855 2.180 57,974
Panel C: Factor model betas.
Market Betay, ¢ 0.858 0.528 0.113 0.503 0.889 1.211 1.538 81,952
Size (SM B) Betay,, 0.706 0.720 -0.206 0.162  0.645 1.179 1.743 81,952
Value (HML) Betay, 0.138 0.804 -0.900 -0.326 0.134 0.615 1.116 81,952
Mom (WML) Betay ¢ -0.105 0.578 -0.870 -0.421 -0.074 0.243 0.596 81,952
Panel D: Fundamentals and stock characteristics.
In(Assets), 5.756 2.010 3.036 4.186 5.665  7.258 8.582 81,952
In(Market Cap/Assets),, 0.036 0942 -1.221 -0.611 0.038  0.700 1.312 81,952
EBIT, ;/Assets, ¢ -0.019 0.218 -0.357 -0.055 0.0563 0.107 0.168 81,952
Debt,, 1 /Assetsy ¢ 0.209 0.199 0.000 0.011 0.170 0.347 0.516 81,952
Cashy 1 /Assetsy 0.227 0.244 0.010 0.034 0.126  0.349 0.654 81,952
PP&E, /Assetsy 0.237 0.219 0.027 0.064 0.158 0.349 0.623 81,952
Salesy, 1 [Assetsy, 0.971 0.686 0.157 0.447 0.846 1.361 2.001 81,952
Capex,, 1 [Assets, 0.047 0.046 0.006 0.015 0.032 0.063 0.113 81,952
R&Dy, ¢ [Assetsy ¢ 0.062 0.103 0.000 0.000 0.005 0.082 0.218 81,952
Turnovery, ; 8.622 9.138 1.445 3.007 6.126 11.184 18.891 81,952
Tliquidityy, 0.319 0.861 0.001 0.002 0.013 0.112 0.951 81,883
MAX,+ 0.537 0.278 0.134 0.312 0.553 0.774 0.908 81,952
Panel E: Institutional variables.
DOB,, + 0.007 0.014 0.001 0.001 0.003 0.007 0.018 23,689
Inst. Ownership, ¢, % 0.506 0.320 0.0560 0.202 0.536 0.791 0.920 66,887

Table 1: Summary Statistics.

The table shows the summary statistics for selected variables computed from the firm-year panel data. Each year,
all continuous variables are winsorized at 5% and 95% levels.

pattern serves as an initial piece of evidence consistent with our theoretical framework. We
expect media biases or decisions of agents with biased interpretations of news media coverage
to have a more profound impact, for instance, through trading, on the stock prices of smaller
firms, leading to the observed higher exposure to narrative attention shocks for such firms. This
is because smaller firms are more likely to be traded by investor groups with a higher tendency
to exhibit behavioral biases (e.g., Barber and Odean, 2000), and, at the same time, it is harder

for rational agents to exploit such biases due to limits to arbitrage.

Similarly, the spike in narrative exposure across firms in bad times is consistent with existing

evidence that news media impacts aggregate stock market prices, particularly in recessions
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A: All Firms B: Size Quintiles C: Industry Groups
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Figure 1: Media Narrative Exposure. The figure shows the evolution of the aggregate
Narrative Exposuren, as defined in equation (3), averaged across all firms (Panel A), size quintiles (Panel B)
and industry groups (Panel C). In Panel C, the Fama-French 17 industries are collapsed into five major groups
to facilitate exposition. The Consumer group comprises the Food, Clothing, and Consumer Durables industries;
the Manufacturing group comprises the Construction, Steel, Fabricated Products, Machinery, and Utilities in-
dustries; the Pharmaceutical group comprises the Chemicals and Consumer Drugs industries; the Oil & Mining
group comprises the Mines, Oil, and Steel industries; and the Others group comprises the remaining industries.
Panel A contains shaded areas indicating NBER recession periods.

(Garcia, 2013). Here, we further document that in the cross-section, the news media’s tendency
to distort prices in bad times is likely more pronounced for smaller firms, since such firms
are more exposed to media narratives, and their exposures spike even more disproportionately

during market downturns.

Panel B of Figure 1 reveals that firms’ exposure to media narratives is not driven by some
specific industry group. For example, in the early sample period, the Oil & Mining industry
group had one of the lowest average exposures but had one of the largest exposures by the
end of the sample. The figure further indicates that media narrative exposure exhibits similar
time-series trends across industries—again, commonly surging during market downturns. This
evidence illustrates that the extracted media narrative exposures are not merely artifacts of
estimation error or random fluctuations. Even though they are estimated individually for each

firm, we observe strong commonality over time across groups of stocks.

3 Narratives, Information Channels and Price Informativeness

This section establishes the empirical link between narrative exposure, information channels
in stock returns and informativeness of prices. Section 3.1 shows that narrative exposure is
closely linked to idiosyncratic and especially public information-related part of non-systematic
variance. Section 3.2 establishes how the levels of non-systematic variances interact with price

informativeness, and then Section 3.3 examines how exposure to media narratives affects price
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informativeness regarding future firm fundamentals directly. Finally, Section 3.4 analyzes a link

between narrative exposure and trading volume.

3.1 Information Channels in Stock Returns and Narrative Exposure

For analyzing the channels through which information is getting into the stocks’ prices and
driving their returns, we use two sets of proxies, clearly separating variances into systematic and
non-systematic components.” The first is a combination of systematic (SysVar) and idiosyn-
cratic variances (IdVar) estimated from standard factor models. Systematic variance captures
market-wide information that jointly affects all individual firms’ stock prices and is not par-
ticularly informative regarding an individual firm’s future cash flow. Conversely, idiosyncratic
variance stems from at least three sources: (i) firm-specific information not reflected in the ag-
gregate market dynamics, (ii) agents’ heterogeneous interpretation of how public information
deferentially affects firms, and (iii) noise trading unrelated to either public or firm-specific in-
formation. The relationship between the level of idiosyncratic variances and the corresponding
asset prices’ informativeness will likely depend on which of these sources of idiosyncratic price

variation is dominant for specific stocks.

Our second set of information channels targets a different and more granular decomposition
of stock return variation, allowing for a finer separation of the components of idiosyncratic
variance. Precisely, we use the framework of Brogaard, Nguyen, Putnins, and Wu (2022) (BNPW
henceforth) to decompose total stock return variance into components stemming from market-
wide (MktInfo), private (PrivateInfo) or public (PublicInfo) firm-specific information, and
noise (Noise). MktInfo is similar to SysVar from a factor model but is identified using vector
autoregression as the response of stock returns to market factor shocks only. Private and public
firm-specific information are respectively identified as a permanent stock return response to
trading volume and own-return shocks after controlling for market return shocks. Noise absorbs

the residual variance.?

9Note that partitions of return variance into components provide us a view of the intensity of information
channels driving stock returns.

OBNPW note that “in reality, the distinction between public and private information can sometimes be
blurred,” so we refrain from drawing strong conclusions based on this distinction.
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While we use the levels of the variance components for our analysis, we examine their pro-
portions to determine whether they are comparable to those of BNPW. In factor-based models,
the share of the average systematic variance in total variance ranges from 8.5% for the one-factor
model to 11.5% for the five-factor model. Clearly, the residual idiosyncratic variance share is,
on average, very large. The numbers for the BNPW decomposition are roughly comparable to
the original study, even though we have a shorter (and later) sample period (1998 to 2021 com-
pared to 1960 to 2015 in BNPW). We find that market-wide information accounts for 7.4% of
the return variance, private information accounts for 20.2% of the variance, public information
accounts for 32.3%, and the remaining 40.1% is noise. The respective numbers from an earlier
sample in BNPW are 8%, 24%, 37%, and 31%, respectively. Consistent with BNPW, we find
a decreasing trend in noise variance for most of the sample period and an increasing trend for
firm-specific information. However, a sharp increase in the noise component and an equivalent

drop in the firm-specific (mostly public) variance in 2020-2021 lead to a slight discrepancy in

proportions.
SysVary,, I1dVar,, Mktinfo,: PrivateInfo,; PublicInfo,; Noisen,
SysVary 1.000 0.043 0.550 0.134 0.096 0.002
IdVary, 0.043 1.000 0.342 0.783 0.890 0.841
MEtInfop+ 0.550 0.342 1.000 0.362 0.407 0.184
PrivateInfop,+ 0.134 0.783 0.362 1.000 0.722 0.502
PublicInfoy + 0.096 0.890 0.407 0.722 1.000 0.643
Noisep 0.002 0.841 0.184 0.502 0.643 1.000

Table 2: Correlation of Information Channels.

The table provides unconditional correlations of information channel proxies for individual stocks: systematic and
idiosyncratic variances based on the four-factor model and BNPW variance decomposition. The sample period
is from 1998 to 2021, with annual frequency. All proxies are computed, winsorized at 5% and 95%, and are then
standardized to unit variance on an annual basis.

Table 2 shows the correlation of the information channel proxies. The systematic and non-
systematic information sources do not overlap much across the two methodologies, but the factor-
based systematic variance is somewhat correlated (0.55) with systematic variance from BNPW.
On the other hand, the factor-based idiosyncratic variance is highly correlated with all three non-
systematic variance components from BNPW (correlations of 0.8-0.9). We see that all of the non-
systematic variance components are jointly driven by some common factors or characteristics,

and the intensities of the information channels they reflect are strongly connected.
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To test for a link between absolute narrative exposure and the non-systematic variance
measures in the cross-section of stocks, we use a two-stage procedure, in which we annually
regress each variance component on stocks’ Narrative Exposure while controlling for a host of
stock characteristics, and then average the time-series coefficients. We control for a large set of
traditional characteristics so as to isolate the relevance of media narrative exposure from other

variables that are potentially relevant to cross-sectional differences in the variance components.

The results are provided in Table 3. The full specification in Panel A includes Narrative Exposure,
four-factor betas, fundamental variables, stock characteristics, and sector fixed effects. The re-
duced specification in Panel B contains only the Narrative Exposure. All continuous variables
on both sides are winsorized annually at 5% and 95%, and are then standardized to have a
cross-sectional variance of one. The results are truly striking. Comparing the estimates in the
specifications in Panels A and B, we see that in terms of economic magnitude, media narrative
exposure is the single most important driver of non-systematic variance components in stock
returns. More so, media narrative exposure alone explains a whooping 86% of the variation
in idiosyncratic variance and 59%-71% of the variation in variances due to public and private

information and noise components.

Varn, SysVarn; IdVar,, Mktinfo,; PrivateInfo,: PublicInfo,; Noisen;

Panel A: Full Specification.

Narrative Exposurey, 0.776 -0.042 0.795 0.208 0.632 0.629 0.646
(0.001) (0.002) (0.001) (0.001) (0.001) (0.001) (0.001)
R? (%) 87.75 77.96 87.96 48.81 64.19 74.78 66.05
Obs. 2,413 2,413 2,413 2,413 2,413 2,413 2,413
Factor betas FF4 FF4 FF4 FF4 FF4 FF4 FF4
Fundamentals Yes Yes Yes Yes Yes Yes Yes
Stock controls Yes Yes Yes Yes Yes Yes Yes
Sector FE Yes Yes Yes Yes Yes Yes Yes
Panel B: Reduced Specification.
Narrative Exposure,;  0.923 0.052 0.928 0.359 0.764 0.845 0.777
(0.001) (0.208) (0.001) (0.001) (0.001) (0.001) (0.001)
R? (%) 85.17 2.28 86.09 13.97 58.51 71.37 60.49
Obs. 2,413 2,413 2,413 2,413 2,413 2,413 2,413
Controls/ FE No No No No No No No

Table 3: Information Channels and Firm Characteristics.

The table shows the cross-sectional link between the intensity of information channels driving individual stock
returns and firm characteristics. Information channels are systematic and idiosyncratic variances based on the
four-factor model and BNPW variance decomposition. The coefficients are based on the two-stage regression.
Panel A shows results with all regressors and sector dummies control, and Panel B shows a reduced specification
without controls. The sample period is from 1998 to 2021, with annual frequency. All continuous variables are
winsorized at 5% and 95%, and are then standardized to unit variance in the cross-section on an annual basis.
p—values in parentheses use Newey and West (1987) standard errors with three lags, and are replaced by 0.001 if
smaller. R?(%) and the number of observations (Obs.) are average numbers from the cross-sectional stage.

15



For example, a one-standard-deviation (ST'D) increase in the narrative exposure is linked
to a 0.93xSTD increase in the idiosyncratic variance IdVar in Panel B, and to a 0.80xSTD
increase after controlling for all other characteristics in Panel A. The reduced specification’s
R? of 86% increases by less than 2% in the full specification. The PublicInfo column shows a
similar pattern: a 1x.ST'D increase in the average absolute narrative beta is linked to 0.85x ST D
and a 0.63xSTD increase in the variance due to public information for the reduced and full
specifications, respectively. The R?’s are 75% and 71% for the full and reduced specifications,
respectively. Noise and Privatelnfo are slightly less strongly related to narrative exposure.
MktInfo is statistically linked to narrative exposure, but the economic magnitude is relatively

negligible. The factor-based systematic variance is not positively related to narrative exposure.

Thus, stocks highly exposed to media narratives also have high levels of idiosyncratic variance
linked to (and potentially explained by) high variance due to trading on public information and
noise produced by the news media. In the next section, we directly test whether there is a
statistical link between idiosyncratic variance, variances due to public information and noise on

the one side, and price informativeness on the other.

3.2 Information Channels and Price Informativeness

To determine how various information channels empirically relate to the information content
of stock prices with respect to future fundamentals, we adopt a stock-level measure of price
informativeness based on Bai, Philippon, and Savov (2016), defined as the predicted variation
of cash flows by current market prices. More precisely, we test whether higher intensity of
a particular information flow makes current stock prices less informative about future firm
fundamentals. Our main model is specified as the Fama and MacBeth (1973) regression of
future earnings h years from today relative to current assets, Epiin /An,t, on current earnings,
market value relative to assets, In(M,,¢/A, ), the interaction of market value and particular

information channels, and controls:

En,t+h n,t T Mn,t T
TM =a+byy A + |01,k + bprogy hPTOTYn ¢ | In Tn,t +b, Xnt +enith, (4)
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where h is one or three years, proxy,: denotes a vector with information channel proxies of
firm n, and the vector of controls, X, ;, includes the information channel proxy used in inter-
action term, four-factor model betas, fundamental variables, namely, In(Assets), Debt/Assets,
Cash/Assets, Ppent/Assets, Capex/Assets, Sales/Assets, R&D/Assets, and economic sec-
tor dummies (eight one-digit SIC codes after excluding the financial sector). All continuous
variables are winsorized at 5% and 95% for each year in the sample period. The market value
variable In(M/A) is standardized to unit variance each year in the cross-section so that the
coefficient, by 3, directly provides the proxy for price informativeness following Bai, Philippon,
and Savov (2016). The coefficient by, therefore, reveals how price informativeness interacts
with a particular information channel. In terms of information channel proxies, we use the two

sets of variance decomposition, factor-based variances, and variances from VAR estimation in

BNPW.
One-year horizon Three-year horizon
MM FF4 FF5 BNPW MM FF4 FF5 BNPW
In(M/A), 4 0.019 0.019 0.020 0.021 0.035 0.038 0.038 0.040
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
In(M/A)p x SysVary,, -0.000  -0.001  -0.002 - 0.000 -0.000  -0.000 -
(0.521)  (0.070) (0.028) (0.992) (0.977) (0.892)
ln(]W/A)n,t X [dVaT‘mt -0.014 -0.014 -0.014 — -0.020 -0.024 -0.024 —
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
In(M/A), ¢ x MEtInfon - - - -0.003 - - - 0.001
(0.001) (0.797)
In(M/A), x PrivateInfo, - - - -0.003 - - - 0.008
(0.001) (0.556)
In(M/A),,+ x PublicInfo,, - - - -0.009 - - - -0.014
(0.001) (0.001)
In(M/A),+ x Noisen - - - -0.003 - - - -0.007
(0.001) (0.076)
R? (%) 79.68 79.69 79.69 80.41 60.75 60.86 60.86 62.56
Obs. 3,151 3,151 3,151 2,223 2,470 2,470 2,470 1,736
Factor betas FF4 FF4 FF4 FF4 FF4 FF4 FF4 FF4
Fundamentals Yes Yes Yes Yes Yes Yes Yes Yes
Stock controls Yes Yes Yes Yes Yes Yes Yes Yes
Sector FE Yes Yes Yes Yes Yes Yes Yes Yes

Table 4: Information Channels and Price Informativeness.

The table shows aggregate price informativeness (coefficient for In(M/A),+) and its interaction with information
channel proxies. The model is estimated as the Fama-MacBeth regression (4) for one- and three-year horizons.
The first three columns of each horizon use factor models (market, four- and five-factor models) for variance
decomposition into systematic (SysVarn,:) and idiosyncratic (IdVary +) components, and column BN PW uses
the decomposition of Brogaard, Nguyen, Putnins, and Wu (2022). Controls include four-factor model betas,
fundamental and stock characteristics, and sector dummies. The sample period is from 1998 to 2021, with annual
frequency. Each year, all continuous variables before interactions are winsorized at 5% and 95%, and standardized
to unit variance. p—values in parentheses use Newey and West (1987) standard errors with three lags, and are
replaced by 0.001 if smaller. R*(%) and number of observations (Obs.) are average numbers from the cross-
sectional stage.
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The results in Table 4 demonstrate that while stock prices are, on average, informative
about future fundamentals for horizons of one and three years, price informativeness significantly
decreases for stocks with high levels of idiosyncratic variance. The effect is economically large,
and for the one-year horizon, 1 x ST D difference in IdVar decreases the price informativeness
by 70% (adjustment of —0.014 applied to the base level of ~ 0.020). The levels of systematic
variance in most cases do not significantly affect price informativeness (except for the five-factor
model with an economically low magnitude of —0.002 for an interaction term). In all cases, the
interaction term for the SysVar is approximately an order of magnitude smaller than for the

IdVar. The results for all factor models in the table are similar.!!

With a more granular variance decomposition (in column BNPW), we observe for both
horizons the largest and most significant decrease in price informativeness for stocks with high
PublicInfo variance. Keeping market value constant, a 1 x STD change in PublicInfo de-
creases price informativeness about future one-year fundamentals by around 50% (i.e., by 0.009
compared to the base level of 0.021). Noise also significantly drives price informativeness in
the same direction, with the economic magnitude roughly 3 times smaller. PrivateInfo and
MEtInfo are also statistically significant, but economically, their contribution is small as well.
For the three-year horizon, PublicIn fo is the only information channel significantly interacting
with price informativeness, but at 1% significance level. Interaction with the noise component
is economically sizeable but only borderline significant (with p-value of 0.076). Overall, price
informativeness is negatively associated with non-systematic variance, and the effect is primarily

driven by public information.

3.3 Narratives and Price Informativeness

To determine whether exposure to media narratives directly affects the information content of
stock prices, we continue measuring the predicted variation of cash flows by current market
prices. More precisely, we test whether high exposure to media narratives results in lower stock
price informativeness about future firm cash flows by regressing future earnings h years from

today relative to current assets, E, t+n/An ¢, on current earnings, market value relative to assets,

"1n the subsequent analysis, we select the Carhart (1997) four-factor model as our benchmark and check the
sensitivity to other factor models in terms of robustness.

18



In(My,+/An ), the interaction of market value and particular narrative exposure, and controls:

En,t+h
An,t

n,t

Ant

)

n,t

Ant

)

=a+bon + [b1,p, + bap X Narrative Exposurey¢|In + bthn,t +enttn, (D)

where h is one or three years, Narrative Exposurey; is defined in equation (3), and the vector

of controls is as in the previous section.'?

Table 5 shows that price informativeness significantly decreases for stocks with high narrative
exposure for both the one- and three-year horizons. This result delivers a profound message:
firms whose stock prices co-vary substantially with media narratives, in general, tend to absorb
irrelevant information that renders prices uninformative. The loss of price informativeness arises

from the inherent media bias that, when traded upon, tends to distort affected firms’ stock prices.

One-year horizon Three-year horizon
(1) (2) (3) (4) (5) (6) (7) (8)
In(M/A)n+ 0.022 0.032 0.032 0.032 0.046 0.059 0.058 0.060
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
In(M/A),+ x Narrative Exposure,, -0.016 -0.015 -0.015 -0.009 -0.028 -0.025 -0.024 -0.016
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Hliquidity, . - - 0.001 -0.001 - - 0.001 -0.001
(0.462)  (0.001) (0.711)  (0.179)
MAX, + - - -0.001 0.009 - - 0.009 0.012
(0.784)  (0.001) (0.178)  (0.001)
DOB,, ; - - - -0.010 - - - -0.007
(0.001) (0.001)
Inst. Ownership, i, % - - - 0.003 - - - 0.005
(0.001) (0.005)
R? (%) 77.94 79.40 79.46 77.54 57.04 60.31 60.50 55.28
Obs. 3,151 3,151 3,151 946 2,470 2,470 2,470 859
Factor betas - FF4 FF4 FF4 - FF4 FF4 FF4
Fundamentals - Yes Yes Yes - Yes Yes Yes
Sector FE Yes Yes Yes Yes Yes Yes Yes Yes
High Average Exposure -0.006  -0.006 -0.006 -0.003 -0.011  -0.004 -0.003  -0.001

(0.013) (0.015) (0.014) (0.038) (0.306) (0.443) (0.472) (0.853)

Table 5: Price Informativeness and Narrative Exposure.

The table shows aggregate price informativeness (coefficient for In(M/A),.) and its interaction with
Narrative Ezposuren, defined in (3). The model is estimated as the two-stage regression (5) for one- and
three-year horizons. The sample period is from 1998 to 2021, with annual frequency. Each year, all continuous
variables before interactions are winsorized at 5% and 95%, and market value In(M/A) is standardized to unit
standard deviation. p—values in parentheses use Newey and West (1987) standard errors with three lags, and
are replaced by 0.001 if smaller. R?*(%) and the number of observations (Obs.) are average numbers from the
cross-sectional stage.

12 A1l continuous variables are winsorized at 5% and 95% for each year in the sample period. The market
value variable In(M/A) is standardized to unit variance each year in the cross-section so that the coefficient,
b1 n, directly provides the proxy for price informativeness. The coefficient bs ;, reveals how price informativeness
interacts with the narrative exposure.
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At the end of Table 5, we estimate the marginal change in the incremental price informative-
ness, i.e., the interaction term, conditional on periods of high average narrative exposure. For
this, we regress the time-series of the interaction term coefficient by from the cross-sectional
stage of the Fama-MacBeth procedure on a constant and a dummy variable that equals one
for the years of high average narrative exposure, defined as periods when the cross-sectional
mean of Narrative Exposure,; is above its sample mean, and zero otherwise. We report the
coefficient on the dummy variable along with its p—value. For both horizons, high levels of the
average narrative exposure exacerbate the loss of price informativeness, though the results are

significant only for the one-year regression.

Thus, a high level of narrative exposure is associated with lower stock price information
content, and the effect is stronger during periods of elevated average narrative exposure in the
market. While this result is insightful, there is a likely endogeneity concern that may arise from
the level of narrative exposure being correlated with certain firm characteristics that are equally
related to stock price informativeness. If this is the case, then the lower price informativeness of
high narrative exposure firms could arise from other reasons unrelated to the level of narrative
exposure. Although the stability of our estimated coefficients across different horizons and
specifications with different sets of control variables suggests that this is unlikely the case, it

does not fully address the endogeneity concern.

Ideally, the endogeneity concern can be resolved using a natural experiment that generates
exogenous variation in narrative exposure without directly affecting price informativeness. In
practice, however, true natural experiments are uncommon, and researchers resort to quasi-
natural experiments that plausibly generate the desired exogenous variation. We follow a similar
approach to get closer to causality by comparing firms that witnessed a sudden large increase in
narrative exposure to other firms similar across observable characteristics but did not experience
the same large increase in narrative exposure. Implicitly, we assume that among similar firms, the
sudden and large increase in narrative exposure experienced by some firms is due to reasons other
than their price informativeness. Such an increase in narrative exposure could arise due to the
news media’s choice to reallocate attention across topical narratives. This impacts what investors
glean from the news and trade on, ultimately affecting firms’ exposure to media narratives

heterogeneously.
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We proceed by first examining the persistence in narrative exposure, as it plays a role in
what one could consider a large change in yearly exposure levels. Table 6 shows the average
migration matrix across narrative exposure quintiles from a given year t — 1 to t. The value in
the top left corner indicates that a stock ranked in the bottom narrative exposure quintile in
year t — 1 is 66.2% likely to remain in that quintile in ¢. On the other hand, the value in the top
right corner indicates that the same stock has only a 0.8% probability of transitioning to the top
quintile in ¢t. Hence, there is reasonable persistence in narrative exposure across adjacent years.
We, therefore, define a large increase in narrative exposure as an increase in a firm’s narrative
exposure percentile rank by at least 25 percentage points between year t — 1 and t.!> We use
firms that experienced such an increase in narrative exposure ranking as the “treated firms”,
yielding 3,664 unique treated firms—out of which 62% are treated once—over the full sample.

On average, there are 248 treated firms per year.

New 1 2 3 4 5
Old

1 0.662 0.241 0.069 0.020 0.008
2 0.248 0.383 0.238 0.100 0.031
3 0.072 0.253 0.348 0.237 0.090
4 0.015 0.103 0.257 0.367 0.258
5 0.003 0.020 0.089 0.275 0.613

Table 6: Narrative Exposure Migration Matrix.
The table shows the average proportion of firms migrating from an old to a new Narrative Exposurey : quintile
from one year to the next. Narrative Exposurey,: is computed following equation (3).

Next, for each treated firm, we identify up to five control firms that are similar across
observable characteristics using the propensity score matching algorithm. Our matching is
based on the following characteristics observed one year before treatment: Narrative Exposure,
In(Market Cap.), In(Market Cap./Assets), In(BT M), EBIT/Asset, Capex/Assets, R&D /Assets,
Market Beta, and Illiquidity. We then estimate the following panel regression using the sample

of treated and matched control firms:

E M,
Ztth a+ bo,p mt + [bl,h + by X Treatedy, | In i,k + b;tht + 0t + Entths (6)
An,t An,t An,t ’

3We use 25 percentage points threshold due to the moderate-high persistence level in narrative exposure and
to ensure a sizeable number of treated firms necessary for the test power. In the Online Appendix OC we vary
the threshold to 20 and 30 percentage points, finding similar results.
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where h is one or three years, T'reated,,; is a dummy variable that equals 1 for firms that expe-
rienced an increase in narrative exposure percentile rank of at least 25 percentage points from
year t —1 to t, and d; captures year fixed effects. The vector of control variables, X, ;, allows us
to account for any differences in observable characteristics across the two groups of firms. These
control variables are T'reated, ;, fundamental variables (In(Assets), Debt/Assets, Cash/Assets,
PP&E/Assets, Capex[Assets, Sales/Assets, R&D /Assets), stock characteristics (four-factor
model betas, Turnover, Illiquity, M AX), and economic sector dummies (eight one-digit SIC

codes after excluding the financial sector).

Our coefficient of interest is by j,, which captures the change in price informativeness for the
treated group relative to the control group. Table 6 reports the estimates of by 5, and b p,, clearly
showing that for the control group, stock prices are significantly informative about future firm
cash flow. Conversely, the interaction term is significantly negative, indicating that relative to
their similar peers, price informativeness significantly declines for firms that experience a large
increase in narrative exposure. The effect is economically sizeable and statistically significant
across specifications for the one-year and three-year horizons. For example, the coefficients
reported in columns (4) and (8) indicate that price informativeness about cash flows realized
over the next one and three years decreases by roughly 42% for the treated relative to the control

firms.

One-year horizon Three-year horizon
(1) (2) () (4) (5) (6) (7) (8)
In(M/A)p: 0.0112  0.0109 0.0109  0.0110 0.0192  0.0220 0.0222  0.0222
(0.000)  (0.000) (0.000) (0.000) (0.000)  (0.000) (0.000) (0.000)
In(M/A),+ x Treated -0.0045 -0.0048 -0.0046 -0.0046 -0.0103 -0.0097 -0.0095 -0.0094
(0.046) (0.022) (0.032) (0.035) (0.000)  (0.000) (0.000) (0.000)

R? (%) 70.79 71.22 71.37 71.96 45.46 46.92 47.15 48.58
Obs. 34,350 34,350 34,350 34,350 25,722 25,722 25,722 25,722
Controls Yes Yes Yes Yes Yes Yes Yes Yes
Sector FE Yes No Yes No Yes No Yes No
Year FE No Yes Yes No No Yes Yes No
Sector x Year FE No No No Yes No No No Yes

Table 7: Narrative Exposure Changes and Price Informativeness.

The table shows the aggregate price informativeness (coefficient for In(M/A),,:) and the change in price infor-
mativeness for firms (coefficient for interaction with Treated) that experienced a large annual change (at least 25
percentage points increase in percentile rank) in the narrative exposure relative to comparable firms. The panel
fixed effect regression (6) is estimated for the one- and three-year horizons (columns 1-4 and 5-8, respectively).
Controls include four-factor betas, fundamental and stock characteristics, and various fixed effects described un-
der Eq. (6). The sample period is from 1998 to 2021, with annual frequency. Each year, all continuous variables
before interactions are winsorized at 5% and 95%, and market value In(M/A) is standardized to unit standard
deviation. p—values for coefficients in parentheses use standard errors clustered at year-firm level.
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Overall, although the preceding analysis does not rule out all potential endogeneity issues, it
does lend more confidence to a causal interpretation of the results. The evidence is in line with
the baseline analysis, suggesting that high stock price exposure to media narrative attention
shocks weakens price informativeness about future fundamentals. This constrains the informa-
tion agents can glean from asset prices with potential adverse implications for the economy-wide

allocative efficiency (see, Bond, Edmans, and Goldstein, 2012).

3.4 Narrative Exposure and Trading Activity

Following our earlier intuition, shocks to media narrative attention change the information avail-
able to agents, leading to updates in stock return expectations and the subsequent adjustments
in portfolio holdings. Thus, stocks affected more strongly by narrative attention shocks should
experience higher turnover. We test this claim by relating average turnover to narrative ex-
posure, controlling for a number of other variables that potentially affect market activity. We
continue working on the annual frequency with the two-stage framework as in the previous sec-
tions. Turnover is computed as the yearly average of the ratio of trading volume (number of

shares traded) to the total number of shares outstanding.

The results in Table 8 confirm that an increasing narrative exposure is associated with an
elevated trading volume—the Narrative Exposure, coeflicient is always positive and signifi-
cant. In the first column for the regression without continuous controls, the average first-stage
R? is 11.1%, and 1 x ST'D higher narrative exposure corresponds to 0.2 x ST'D higher relative
turnover. Adding various controls for the same sample (up to column 4 in the Table) boosts
the explanatory power of the cross-sectional stage, and also increases the slope of the average
narrative shock, which hints at potential interaction between regressors. For a smaller sample
of stocks (in column 5), 1 x STD higher narrative exposure corresponds to 0.4 x STD higher

relative turnover after controlling for all other characteristics.

Thus, we find that high narrative exposure is linked to reduced stock price informativeness,
especially when the average stock exposure to narratives is high; moreover, the prices of stocks
with increasing narrative exposure become less aligned with firms’ future fundamentals compared

to the prices of their peers not experiencing an increase in the narrative exposure. We also
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Turnovers, ¢

(1) (2) (3) (4) (5)
Narrative Exposure,, 0.201 0.198 0.376 0.334 0.410
(0.010) (0.006) (0.001) (0.001) (0.001)
Market Betay, - 0.378 0.234 0.174 0.079
(0.001) (0.001) (0.001) (0.026)
Size (SM B) Betay, - 0.039 0.074 0.025 -0.073
(0.203) (0.001) (0.256) (0.002)
Value (HML) Betay,, - -0.156 -0.137 -0.127 -0.085
(0.004) (0.001) (0.001) (0.014)
Mom. WML) Betay — 0.005 0.026 0.021 0.033
(0.898) (0.385) (0.443) (0.320)
liquiditys, , - - - -0.202 -1.001
(0.001) (0.001)
MAX,+ — — — 0.108 0.354
(0.001) (0.001)
DOB,, + - — - — 0.048
(0.001)
Inst. Ownershipy,;, % - - - - 0.489
(0.001)
R? (%) 11.10 30.32 39.31 42.24 48.28
Obs. 3,412 3,412 3,412 3,412 980
Controls:
Fundamentals No No Yes Yes Yes
Sector FE Yes Yes Yes Yes Yes

Table 8: Narrative Exposure and Trading Volume.

The table shows the cross-sectional link between the turnover (Turnover) defined as the average of the ratio of
trading volume relative to shares outstanding, and Narrative Exposure, controlling for firm and stock charac-
teristics, including sector dummies (SIC1-code) and in the last two specifications also the dispersion of beliefs
(DOB) and institutional ownership. The coefficients are based on the two-stage Fama-MacBeth regression. The
sample period is from 1998 to 2021, with annual frequency. For the specification with the institutional ownership,
the sample period is from 1999 to 2018. All variables except for industry dummies are winsorized at 5% and
95%, and are then standardized to unit variance in the cross-section on an annual basis. p—values in parentheses
use Newey and West (1987) standard errors with three lags, and are replaced by 0.001 if smaller. R*(%) and the
number of observations (Obs.) are average numbers from the cross-sectional stage.

observed a strong correlation between high narrative exposure and elevated non-systematic

variance and turnover rates across stocks. These findings hold even after considering various

relevant characteristics.

Robustness and extensions. We test the sensitivity of our results to various modifications
in procedures in the Online Appendix OC. In summary, price informativeness results in Table 4
remain strong if we remove the years containing NBER recessions (2001, 2008-2009, and 2020)
from the sample period. The analysis of the changes in narrative exposure and the price infor-
mativeness in Table 7 is robust to varying the narrative exposure change threshold for defining

the treated firms from 25 to 20 or 30 percentage points. Using the absolute narrative betas for
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selected narrative groups as the narrative exposure (instead of the weighted average absolute
beta in the main analysis) shows that elevated exposure to individual narratives equally harms
price informativeness. The result holds even for narratives that a priori can hardly be linked to

the fundamentals of all firms in the market (e.g., schooling or entertainment).

4 A Model of Media Narratives and Price Informativeness

This section provides a stylized model to rationalize our empirical findings on narrative exposure
and price informativeness, and provide a framework for their interpretation. Section 4.1 provides
an informal overview of the model’s assumptions and predictions, emphasizing the links to the
empirical findings from earlier sections. Section 4.2 and Section 4.3 respectively set up and solve

the model, formally deriving its predictions.

4.1 Model Overview

The model rests on two assumptions. The initial one, supported by extensive theoretical and
empirical literature, asserts that the media exhibits bias (Mullainathan and Shleifer, 2005;
Gentzkow and Shapiro, 2006; Reuter and Zitzewitz, 2006; Baron, 2006; Goldman, Gupta, and Is-
raelsen, 2021), and this media bias influences consumers’ beliefs and actions, particularly among
those unaware of the bias (Reuter and Zitzewitz, 2006; Baloria and Heese, 2018; DellaVigna
and Kaplan, 2007; Gurun and Butler, 2012). The second one is that media communicates in-
formation through narratives that are informative about asset cash flows, with media narrative
attention varying over time. This assumption directly links the information structure in the

model to the empirical framework for media narratives in Section 2.3.

We integrate these assumptions into a stylized dynamic trading model with rational and
unsophisticated investors who are unaware of the media bias, and we derive the following re-
sults. First, our model provides a mechanism for the covariance between narrative attention and
stock returns (Proposition 1-(iii)) that supports our empirical definition of narrative exposure in
Eq. (3). Essentially, as attention to a narrative increases, the associated bias influences unsophis-
ticated investors’ beliefs more heavily. As asset prices reflect these beliefs, stock returns move

according to the narrative bias. This mechanism requires all our assumptions: without media
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bias, with investors fully aware of the bias, or if media narrative attention remains constant, all

stocks’ narrative exposures become nil.

Second, the stock price response to fluctuations in narrative attention, driven by bias, is
independent of fundamentals, thereby diluting price informativeness (Proposition 2-(i)). This
prediction aligns with the results in Section 3.2, showing that idiosyncratic volatility is inversely

related to price informativeness.

Third, narrative exposures act as proxies for this non-fundamental source of return varia-
tion and are inversely related to price informativeness in the cross-section (Proposition 2-(ii)).
Hence, the model provides a conceptual framework for interpreting the evidence in Section 3.1
that narrative exposure explains idiosyncratic variance in the cross-section, and the evidence in
Section 3.3 showing an inverse relationship between narrative exposure and price informative-

ness.

Finally, a surge in a specific narrative’s attention or bias boosts trading volume in stocks
exposed to that narrative (Proposition 2-(iii)). This prediction is consistent with the empirical

findings on narrative exposures and trading activity in Section 3.4.

In addition, the model predicts that both the proportion of unsophisticated investors and
the degree of bias have an adverse impact on price informativeness. We defer the test of this
prediction to future research, as it requires a comprehensive analysis of multiple media outlets,

an estimation of bias distribution, and an assessment of agent sophistication.

4.2 Model Set-up

Agents and Assets. Time is discrete with a set of infinite periods 7 ={0,1,2,...}. There are

N risky assets, where each asset n =1,..., N provides per-period dividends

Dn,t = Dn + bfn,ft + En,ty (7)

where D,, is a constant term, f; is a (K x 1) vector of common factors, b, is a (K x 1) vector

2

of factor loadings, and €, is a residual term with mean zero and variance o2 . The process

{f+}reT is i.i.d. normal with mean vector f and variance matrix ¥ 7. Residuals and factors are
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independent across all leads and lags. Without loss of generality, we assume that risky assets

are in zero net supply and set f equal to zero.

A continuum of investors trades risky assets each period. To focus on price informativeness,
we assume investors are risk-neutral, thereby shutting down any impact of narratives on risk
premia. A new cohort of investors is born each period, and investors live for two periods.
Investors have zero endowments of risky assets when they enter the economy. In the first
period, they trade the N risky securities and a riskless asset with exogenous net return 7. In
the second period, investors close all positions, consume, and exit the economy. For ease of
exposition, we set 7 and all D,,’s equal to zero, and we provide the solution to the general case

in the Appendix.

We denote with x;; = (2i14,...,2in+) the (N x 1) vector of the risky asset holdings
of young investor ¢ at time ¢. Investors incur holding costs equal to %x;’tcixi,t, where C; =
diag(cin, ..., ¢ n) is a diagonal matrix. Each ¢;, captures the investor’s preferences and holding

costs for each asset in a reduced form.

News and bias. Each period, investors learn about future factor innovations from M news
articles published in a media outlet. Each news article focuses on one of L’s news topics, or
“narratives.” We denote the (L x 1) vector of narratives in period ¢ as z;. The narratives are

related to factor innovations according to the equation:
ze = Afe+m, (8)

where A is an (L x K) matrix of constants, f; is a K x 1 vector of factor innovations, and 7, is
an (L x 1) random vector that is independent of f; and all other random variables. The process

{nr}rer is i.i.d. normal with mean zero and variance matrix %,).

We assume that each news article m = 1, ..., M independently selects one of the L narratives
at random according to a probability vector 6; = (61, ..., GL,t)', which is independently drawn
from the same distribution each period. 6; determines the probability that each article covers

one of the L narratives at time ¢, so it is the relative narrative attention vector at time .14

' Consequently, 0; is analogous to the narrative attention vector derived from WSJ news articles using the
LDA algorithm as described in Section 2.3.
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The information content of article m when it selects narrative [ at time ¢ is equivalent to the
signal

Smyt = 21441 + Tt + Gt

where 7 is a narrative-specific bias with mean m; and variance 7T120'2, and the error term (p,

is normally distributed with mean zero and variance M /w, where w is a positive constant. The

processes {m; ; }re7 and {(m - }re7 are i.id. and independent across narratives and articles.

Thus, the media outlet conveys information to investors that is valuable but biased, and the

average values 71, ..., m, capture the persistent components of the media bias.

We consider the limit where M 1 oo and show in Appendix B that the information published

by the media outlet is equivalent to the L signals:
St = 21001 + T+ Gt foril=1,..., L, (9)

where gﬁl,t ~ N (O, (w@l,t)fl) Thus, letting ©; =diag(6y w,...,0r w), the (L x 1) vector of

signals Sy = (S1,¢, ... SL’t)/ has precision matrix
Var (S| zei1,m) " = O, (10)

where 7; is the (L x 1) vector of media biases m; = (m14,..,74)". Eq. (10) maps the relative
narrative attention 6; into the precision of investor information. When relative attention to a
certain narrative increases, that is, when the corresponding element of #; goes up, investors learn

more about that narrative from the media outlet.

Investor sophistication. FEach investor belongs to one of two classes indexed by R and U.
Investors in class R are fully rational and are aware of the media bias in each period, whereas
investors in class U are unsophisticated and ignore the media bias. The relative proportion of
R and U investors is constant across cohorts. We assume that the structure of the economy
is common knowledge and that U investors have dogmatic beliefs.'® Since all information is

public, investor beliefs are the same for all investors in the same class. Thus, we denote the

5 Therefore, R investors know that U investors have biased beliefs, whereas U investors believe R investors
have biased beliefs: F; (E; (Si,:)) =0 and E; (E; (Si4)) =m foralli € R, j€U,and I =1,..., L.
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expectations of any random variable y as F;;(y) = Ery(y) for all i € R and E;4(y) = Eu(y)
forallt € U.

Timeline. In each period t, the timeline proceeds as follows. All investors observe realized
dividends Dy, factors f;, and signals S;. R investors also observe the media bias m, while
U investors believe S; is unbiased. Then, young investors submit demand schedules for risky
assets based on the information they have observed, and old investors close their positions from
the previous period. Market-clearing prices are determined for each risky asset n. Finally, old

investors consume and exit the economy.

4.3 Analysis

Prices and returns. It is convenient to express the dividend Eq. (7) in terms of narratives:

Dy, = Bz + onts (11)

where 3, is the (L x 1) vector of asset-n dividend sensitivities to the L narratives, and ¢y, ¢ is
a residual term that is uncorrelated with f; and with 2;.'® Our assumptions regarding investor

sophistication imply the following expectations:

ERJ (Dn,t+1) = 57/1‘1% (St - 7Tt) ; EUJ (Dn,t+1) = ER,t (Dn,t+1) + Hn,ta (12)
where @, = (AS;A' +%,) (AS;A + 5, +0; 1) (13)
and Hn,t = ,B;L@tﬂ't. (14)

The (L x L) matrix ®; determines the sensitivity of investor narrative expectations to time-¢
news and depends on the relative attention vector 6; via the precision matrix ©;. The term
II,,+ is U investor dividend expectation bias for asset n. Intuitively, Eq. (14) shows that II,, ¢
depends on ®; times the realized bias m;, weighted by the asset n’s cash flow sensitivities to the

L narratives, [,.

163ee Eqs. (B3)-(B4) in Appendix B.
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Equilibrium. We focus on linear stationary equilibria where the price function for each asset

n=1,...N takes the form
Pt = An(6;) + Bp(0,)S: + Cp(04) (15)

where A, B,,, and C,, are time-invariant functions.!” The following proposition solves for equi-
librium asset prices and returns. Additionally, it derives the assets’ narrative betas that are

central to our empirical analysis.

Proposition 1. (Asset prices and returns) In the unique linear stationary equilibrium:

(1) The asset price of security n at time t equals
Pn,t = ERyt (Dn,t—H) + ’Yan,ta (16)

where v, = w;fﬁ and o = |, cl-_’idi, fora=R,U.

(ii) The return rpy = Pyt + Dyt — Pyi—1 equals
Tnt = ER,t (Dn,t—i-l) + Dn,t - ER,t—l (Dn,t) + Yn (Hn,t - Hn,t—l) . (17)

Cov(rnyt,el t)

(iii) Asset-n’s beta with respect to narrative l’s relative attention, 3 (n,l) := Var(o ) , equals
Lt

B(n,l) = Zﬂ']ﬂ cov (¢jt,01t) (18)

Var

where ¢ is the j-th column of the matriz ®;.

Proof. See Appendix B. m

Proposition (1)-(i) shows that an asset price is the rational expectation of the next-period
dividend, plus U investors’ expectation bias weighted by their trading aggressiveness relative to

R investors, v,.

I equilibrium, all investors agree on the price function in Eq. (15). Therefore, U investors infer m; from the
price function, attributing it to a bias in R investors’ beliefs (see Footnote 15).
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Proposition (1)-(ii) decomposes an asset return into a rational and biased-driven part. The
rational part includes time-t information about the future dividend and the current dividend’s
forecast error. The bias-driven part is due to U investors’ expectation bias and its evolution

over the current and prior periods.

The intuition for Proposition 1-(iii) is as follows. When a narrative receives greater attention,
U investors’ beliefs load more strongly on that narrative’s bias (Egs. (12)-(14)). U investors have
price impact, so the stock return moves in the direction of this narrative’s bias, adjusted for cash
flow narrative exposures. This mechanism leads to the covariance between narrative attention
and stock return in Eq. (18). Notice that without media bias, with investors fully aware of the

bias, or if media narrative attention remains constant, all stocks’ narrative betas become nil.

Definitions. Next, we introduce two definitions. First, we define price informativeness for

asset n as

I — Cov (Dn,t—l—la Pmt)z
" Var (P ;)

(19)

This definition is standard in market microstructure (e.g., Kacperczyk, Nosal, and Sundaresan,
2022) and is consistent with the approach in Bai, Philippon, and Savov (2016), which forms the
basis of our empirical analysis. In our model, Eq. (19) measures the reduction in the posterior

dividend uncertainty of an investor who learns from the price using a linear model.'®

Second, we define the narrative exposure for asset n as in Eq. (3) in Section 2.3:

_ XL 1B D] x o (6)

Narrative Exposure, = , (21)

> 0(6h)

where each B(n,l) is given in Eq. (18).

The next proposition derives the implications of media bias for return volatility, price infor-

mativeness, narrative exposure, and trading volume.

8Consider the linear model Dyt41 = an + bpPnyt + €nt+1. The variance of Dy, 141 conditional on P, is the
variance of the forecast error e, ;1. Therefore, price information reduces dividend uncertainty by the amount

Var (Dp,t+1) — Var (en,tﬂ) =b2Var (Puy) = I, (20)

COU(DHJH»I 7Pn,t)
Var(Pn,t)
empirical analysis, we follow Bai, Philippon, and Savov (2016) and estimate b2V ar (Pn,;) from the cross-section

(see Section 3.2).

where the second equality follows from b, = and the definition of I, in Eq. (19). In our
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Proposition 2. (Narrative exposures, price informativeness, and trading volume)

(1) Security n’s return variance and price informativeness equal

Var [Ery (Dn,t+1)]2

Var (rpy) = SysVarn + IdVar,; I, = ’
ar () = SysVar Tn Var [Ery (Dpgs1)] +72Var(Iyy)

where

SysVar, = ﬁ,’lEan; 1dVar, = 02 + Q’ana"”( )5 (23)

where Var [Egry (Dn+1)] ts given in Eq. (B15) in Appendiz B, and the media-bias-driven

component of return volatility ’y%Var(Hm) s given by

L L

Var(ly ZZWCW Brdits B +Zm o*E (Bléne)”. (24)

7

Therefore, v2Var(Il, ) 1s positively related to idiosyncratic volatility 1dV ar,, and nega-

tively related to price informativeness I, in Eq. (22).

(ii) The narrative exposure for asset n is related to the media-bias-driven component of return

volatility v2Var(Il,+) as follows:

C nit, 0
Narrative Exposure, = \/v2Var(Il,+) Zl [Corr ((0 St L) | (25)
l

(iii) Trading volume in security n at time t, defined as TV, ; = | Ting | di,

Tzl
2(Yr+yy) JRUU

equals

TVye =~ =), — E(IL,4)|. (26)

Proof. See Appendix B. =

Proposition 2-(i) decomposes return volatility into systematic and idiosyncratic parts. The
idiosyncratic part depends on idiosyncratic dividend volatility agn and the media-bias-driven

component of return volatility ¥2V ar(IL,, ).
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Proposition 2-(i) also shows that media information has two effects on price informativeness.
On the other hand, more precise media information, measured by the variance of the R agents’
dividend expectation, brings prices closer to fundamentals, thereby improving price informa-
tiveness. On the other hand, media bias decreases price informativeness via the variance of
YnIl, ¢, which measures the price impact of U investors’ dividend expectation bias (Eq. 16) and

is unrelated to fundamentals.

Proposition 2-(ii) shows how narrative exposure proxies for the media-bias-induced return
volatility. This is intuitive because both the 3 (n,1)’s in Eq. (18) and 42V ar(Il,,+) in Eq. (24) are
driven by media biases weighted by an asset’s cash flow narrative exposures times U investors’
trading aggressiveness in that asset. Thus, they carry overlapping information. For example,
in the case of independent narratives where asset n loads only on narrative [, the proof of
the proposition shows that Eq. (25) simplifies to Narrative Exposure, = /v2Var(Il, ;) X
Ky, where the constant of proportionality x; is independent of 3,,7,, and w. Therefore, for
stocks that load mostly on one narrative, narrative exposures explain most of the cross-sectional
variation in the media-bias-induced return volatility and, by extension, in idiosyncratic volatility
1dV ar, and price informativeness I,,. For the general case, our empirical analysis in Section 3.1
demonstrates a strong positive cross-sectional relationship between narrative exposures and

idiosyncratic variance.

Proposition 2-(iii) shows that a shock to U investors’ expectation bias, driven either by
an increase in narrative attention or bias, triggers trading among U and R investors due to
disagreement about future dividends. The effect is most significant when U and R investors

have comparable price impact (i.e., when 7, = 1/2).

5 Conclusion

We establish theoretically and empirically that stock return exposure to the shocks in media
narrative attention can distort stock prices and decrease their informativeness about future fun-
damentals. Importantly, we quantify media attention to narratives without measuring their
sentiment, that is, in a manner consistent with widely used Natural Language Processing meth-

ods, such as Latent Dirichlet Allocation (LDA), for extracting topics from text.
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Empirically, the stock prices of firms with high levels of narrative exposure become unin-
formative about future fundamentals, and price informativeness further deteriorates in periods
with high market-wide narrative exposure. While shocks to media narrative attention barely
improve the explanatory power of standard factor models, narrative exposure hugely contributes
to generating excess volatility in stock returns. Analyzing information channels through which
attention to narratives flows to financial markets, we identify narrative exposure as the main
characteristic that alone explains 70% to 85% of the cross-sectional variation in idiosyncratic
variance and variance due to firm-specific public information. Stocks strongly affected by the
narrative attention shocks experience higher average trading volume, indicating that media nar-

rative attention feeds into individual stocks’ latent demand.

Using a trading model with time-varying public information production that maps tightly to
the LDA methodology employed in our empirical analysis, we demonstrate that in the presence
of biased media and investors, media attention to narratives, otherwise uncorrelated with stock
returns, affects stock prices. The weight of biased investors in the economy and the level of

attention to a particular narrative distorts price informativeness.

Overall, we complement and extend several strands of the literature. Abstracting from
predictability and risk premium, we show how media attention to narratives interacts with
asset return dynamics, distorting the information content of stock prices with elevated narrative
exposure. According to existing studies, media attention to narratives can be useful in predicting
returns and defining risk premiums. In contrast, we demonstrate the detrimental media effects
on price efficiency—and they are nontrivial, both statistically and economically. Linking to the
literature on differences in beliefs, we propose media attention to narratives as a theoretically

sound and empirically important source of disagreement in financial markets.
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A Additional Tables

Table Al: Variable Definitions

Variable

Years

Definition

Narrative Exposure

narr
n,t,l

Narrative Exposuren,;

1998-2021

1998-2021

Narrative beta for stock n estimated at the end of each year ¢ using daily
excess returns, factor realizations and attention shocks to the particular nar-
rative [ over the past 252 trading days for stocks with at least 63 valid return
observations. Source: K. French’s DataLibrary, CRSP, Own computations.

Average absolute narrative betas weighted by the standard deviation of at-
. . . . narr o 9
tention to each of [ = 1,...,33 narratives in a given year: %

Source: Own computations.

Fundamentals and Stock Characteristics

Market Capn,:
Assetsn,t

1998-2021
1998-2021

In(Market Cap/Assets)n,: 1998-2021

Debt/Assetsn ¢

Cash/Assetsn,t

PP&E/Assetsnt

EBIT/Assetsn ¢

EBITy,t+n/Assetsn, i

Capex [Assetsn,t

R&D/Assetsn,

Turnovers ¢

Tliquaidityny, +

MAX,

Inst. Ownershipn, i, %

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1999-2018

A stock’s market capitalization. Source: CRSP.

Total assets (Compustat item AT). Winsorized annually at 5% and 95%.
Source: Compustat NA Annual.

Log of the ratio of c¢ stock’s market capitalization to Total assets. Winsorized
annually at 5% and 95%. Source: Compustat NA Annual, CRSP.

Sum of the book value of long-term debt (Compustat data item DLTT) and
the book value of current liabilities (DLC) divided by total assets (Compustat
data item AT). Winsorized annually at 5% and 95%. Source: Compustat NA
Annual.

Cash and short-term investments (Compustat data item CHE) divided by
total assets (Compustat data item AT). Winsorized annually at 5% and 95%.
Source: Compustat NA Annual.

Property, plant, and equipment (Compustat data item PPENT) divided by
total assets (Compustat data item AT). Winsorized annually at 5% and 95%.
Source: Compustat NA Annual.

Earnings before interest and taxes (Compustat data item EBIT) divided by
total assets (Compustat data item AT). Winsorized annually at 5% and 95%.
Source: Compustat NA Annual.

Earnings before interest and taxes (Compustat data item EBIT) h years from
the current year divided by total assets (Compustat data item AT). Winsorized
annually at 5% and 95%. Source: Compustat NA Annual.

Capital expenditures divided by assets. Winsorized annually at 5% and 95%.
Source: Compustat NA Annual.

R&D expenditures (Compustat data item XRD) divided by total assets (Com-
pustat data item AT). Missing values set to zero. Winsorized annually at 5%
and 95%. Source: Compustat NA Annual.

Turnover relative to shares outstanding. Computed as the daily volume over
shares outstanding averaged over all days in a given year. Source: CRSP.
Amihud (2002) Illiquidity measure computed as the daily absolute return over
traded volume ratio averaged over all days in a given year (for stocks with at
least 63 observations). Winsorized annually at 5% and 95%. Source: CRSP.
The maximum daily return for a stock within each month averaged per year.
Source: CRSP.

Quarterly institutional ownership averaged to the annual level for each year
and firm. Source: Thomson Reuters 13F.
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Variable

Years

Definition

Factor Betas

Market, +

Size (SMB)n+

Value (HML)n+

Momentum (WML),+

Profitability (RMW )p .

Investment (CMA),, ¢

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

Market beta estimated for each year at the end of December using daily excess
returns and factor realizations over the past 252 trading days for stocks with
at least 63 valid return observations. Source: K. French’s DataLibrary.

Size factor beta estimated for each year at the end of December using daily
excess returns and factor realizations over the past 252 trading days for stocks
with at least 63 valid return observations. Source: K. French’s DataLibrary.
Value factor beta estimated for each year at the end of December using daily
excess returns and factor realizations over the past 252 trading days for stocks
with at least 63 valid return observations. Source: K. French’s DataLibrary.
Momentum factor beta estimated for each year at the end of December using
daily excess returns and factor realizations over the past 252 trading days
for stocks with at least 63 valid return observations. Source: K. French’s
DataLibrary.

Profitability factor beta estimated for each year at the end of December using
daily excess returns and factor realizations over the past 252 trading days
for stocks with at least 63 valid return observations. Source: K. French’s
DatalLibrary.

Investment factor beta estimated for each year at the end of December using
daily excess returns and factor realizations over the past 252 trading days
for stocks with at least 63 valid return observations. Source: K. French’s
DataLibrary.

Variance Decomposition Variables

1dVary,;

SysVarn:

MktInfon+

PrivateInfon

PublicInfon,:

Noisen t

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

1998-2021

Idiosyncratic variance for several factor models (market, three-, four-, and
five-factor models) for each year at the end of December using daily excess
returns and factor realizations over the past 252 trading days for stocks with
at least 63 return observations. Computed as the mean-squared error of the
fitted model residual. Source: K. French’s DataLibrary.

Systematic variance for several factor models (market, three-, four-, and five-
factor models) for each year at the end of December using daily excess returns
and factor realizations over the past 252 trading days for stocks with at least
63 return observations. Computed as the total variance of daily returns minus
the respective idiosyncratic variance. Source: K. French’s DataLibrary.

Stock variance due to market-wide information. Estimated for each year at the
end of December using daily market returns, daily stock signed dollar volume
and daily stock returns for the given year. Details are provided in Online
Appendix OA.2. Source: CRSP.

Stock variance due firm-specific private information. Estimated for each year
at the end of December using daily market returns, daily stock signed dollar
volume and daily stock returns for the given year. Details are provided in
Online Appendix OA.2. Source: CRSP.

Stock variance due to public information. Estimated for each year at the
end of December using daily market returns, daily stock signed dollar volume
and daily stock returns for the given year. Details are provided in Online
Appendix OA.2. Source: CRSP.

Stock variance due to noise. Estimated for each year at the end of December
using daily market returns, stock signed dollar volume and stock returns for
the given year. Details are provided in Online Appendix OA.2. Source: CRSP.
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B Proofs

Remark In this appendix we solve the model for general D,,’s and 7 > 0. The expressions in

the main text can be recovered by taking the limits as # — 0 and D,, /7 — 0.

Proof of Eq. (9) Consider initially the case where the number of articles M is finite. Each
article selects a narrative at random according to the probability vector 6;. We denote M,, the

index set of all articles about narrative [ at time ¢t and we denote M, its cardinality. For each

narrative [ = 1,..., L, the set of signals {sm,}menm,, is equivalent to the sufficient statistic
s .
Sit = Z %ﬂ =214 + e+ Qs forl=1,..,L, (B1)
mGMlyt Lt
where (Au = ZmeM” gj};i If My = 0, then Sj;is pure noise. The precision of Sj; is

Var (Sie] 21441, m’t)_l = Aﬁtw. The Law of Large Numbers implies

. My
1 == 0. B2
= e (B2)

O

Projection of dividends on narratives in Eq. (11) Egs. (7)-(8) imply the following pro-
jection of f; onto z:

fo= A (ASA +5,) 7 2 +

where v, is uncorrelated with z;. Therefore, the projection of dividends on narratives in Eq. (11)

holds for

B, =5 A (AT A +5,) 7" (B3)

and
Ont = €nt + b, vy (B4)
O

Proof of Proposition 1-(i) Our model assumptions imply that young investor i at time ¢

maximizes

1
2} Eit (Pry1 4 Dip1 — (14+7)P;) — §$§,tci$z’,t (B5)
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where D; and P; denote, respectively, the (N x 1) vectors of asset dividends and prices at time
t, and E;; denotes the time-t conditional expectation of investor i. The solution to (B5) gives,

asset by asset,

Tint = C;iEi,t (Prt+1+ Dppr1 — (L +7)Pry) . (B6)

Market clearing for asset n requires

/xi,n,tdi + /wm,tdz' =0.

R U

Substituting Eq. (B6) in the market clearing condition and using the definitions of ¥r n, Yy

and 7, in Proposition 1-(i), we can solve for the market clearing price P, ; as

p = =) Erg (Pur1) + mBup (Prer1) + (1 =) Ere (Dner1) + 1Bt (Dng1)
n,t — —
’ (I1+7)

(B7)
Using the conjectured price function in Eq. (15) and the fact that Er ¢ (Si11) = mand Er¢ (Spy1) =

0, we obtain
(1 - ’Yn) ER,t (Pn,t—i-l) + ’YnEU,t (Pn,t—‘rl) = An + [(1 - ’Yn) Bn + On] T, (BS)

where A, = E;[Ay (0131)] and B, = E; [By, (0;41)] and C,, = E; [Cy, (0;+1)]. Using Eq. (12) we

obtain
(1—=7") Egt (Dnyt1) + 7" Eug (Dnyy1) = Dn + 8,908 — (1 — ™) 6, @y (B9)

Substituting Egs. (B8)-(B9) into Eq. (B7) and matching coefficients with Eq. (15) we find

D,, Bl Dy
An(0;) = —; B,(6) = 2—: (0:) = —(1 — v,) B, (0:) .
(6:) - (61) T 7 Cr(0:) (1 =) Bn (0)
Therefore, we obtain
/ 1 /
Pn,t _ Qn 4 /Bn‘I)tSt (1 :Yn)ﬁn@tﬂ't_
T 147

Rearranging terms and using Eqgs. (12)-(14) yields

Dn/F + ER’t (Dn7t+1) + ’Yan,t
1+7

Poy = (B10)
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O

Proof of Proposition 1-(ii) Eq. (B10) and the return definition in the text immediately imply

_ Eri(Dpiy1) — D

Hn,t - (1 + 77)I_In,t—l
Tnt = — .
147

1+7

"+ Dnt — Ert—1(Dnt) + 7 (B11)

O
Proof of Proposition 1-(iii) Using Eq. (B11) we compute:

o ~ Cov(ERyi (Dnyitt1),01t) +ynCov (T ¢, 04)
ov (Tn,ta el,t) - 1 + 7 :

We can write

Cov (ERyt (Dnit+1),01) = Cov (Dpts1,014) + Cov (ERrt (Dngt1) — Dnjgs1,6it) -

Since Dy, ¢4+1 and 0;; are independent and the expectation error Epg; (Dnt+1) — Dy t41 is or-

thogonal to time-t information, we conclude that Cov (Egr¢ (Dpt41),01¢) = 0, and, therefore,

_ Vn
B(n,l) = AT Var(oy) Cov (Il 1, 014) . (B12)

Next, we observe that

I, = 5;@%
= vec (ﬁqllq)tﬂ't)
= (7T£ ® ﬁ;) vec(Py)

/ / /!
= (Wl,tﬁmb ) 7-‘—L,tﬂn) (¢/1,t7 E) d)/L,t)

L
= > mBous, (B13)
=1
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where ¢;; denotes the I-th column of ®;. Finally, we compute

Cov (T, 61) = ZCOU 7B OLe)

L
E [mj1Cov (B¢, 014) ] + Z Cov [mj4E (Br¢5¢) , E(614)]

Jj=1

1
<.
Mh I
o

.
Il
—

m;Cov (B¢t 01t)

I
-M“

<
Il
-

where the first equality follows from Eq. (B13) in the previous derivation and the second one

from the law of total covariance. Plugging the last expression into Eq. (B12) yields Eq. (18).
O

Proof of Proposition 2-(i) First, we prove that Var (r,+) = SysVar, + IdVar, in Eq. (22).

Using Eq. (17) we compute:

Var (Ert (Dnit+1)) Var —(1+ 1
Var (rn,t) = (1 _|t_ f); - ) + Var (Dmt - ER,t—l (Dn,t)) + ’77% ( nt( ‘(l- ) ) mt )
4o Cov (Egyt (Dni+1),Dnt — Eri—1 (Dny))
147

Cov (Dn,t - ER,t—l (Dn,t) 7Hn,t - (1 + 77) Hn,t—l)

+27n -
147

Cov (ERy (Dntt1) ;g — (1+7) Ty 1)

+27p, —5
(1+7)

Our assumptions imply that the conditional expectation Er¢ (D, t+1) is independent over time
and independent of D,,;. This implies that the first covariance term in the above expression

equals zero. Next, we show that II,; is uncorrelated with Er; (Dp¢+1). We have:
Cov(Ert (Dpi+1),1nt) = Cov (Dpgq1, 115 ¢) + Cov (Ery (Dpg+1) — Dpis1,Iny) . (B14)

IL,,; is a function of 6; and m;, which are independent of D, ;,;. Thus, the first covariance
term in the r.h.s. of Eq. (B14) is zero. Since the expectation error Ert (Dp+1) — Dngt1 1S
orthogonal to time-t¢ information, also the second term in Eq. (B14) is zero. Furthermore, II,, ;

is independent over time and independent of D, ; across all leads and lags. This, together
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with Eq. (B14), implies that also the second and third covariance terms in the expression for

Var (rp:) are equal to zero.

Next, the law of total variance implies
Var (Ert (Dn+1)) = Var (Dngt1) — E[Vargs (Dngs)]
and the standard conditional variance formula for normally distributed random variables gives

Varrs (Dni+1) = Varg(Dpiy1) — Covr (Dpyy1,S:) Varg (51:)71 Covg (D41, St)

BLS B+ 02, — Bl (AS A 4+ 5,) (AS A 4+ 5, + 0, 1) 7 (ASpA + 5,) Ba.

Therefore,

Varn, (Brg (Dags1)) = By (ASpA + 2,) B [(ASpA + 5+ 671) 7| (47474 3,) .

(B15)
Next, we note that the variance of the forecast error
Var (Dn,t - ER7t,1 (-Dn,t)) =Var (Dn,t) —Var (ER,tfl (Dn,t)) .
Summing up terms and using stationarity, we obtain
Var (rnt) = BLX 60 + ﬂV@r (Egt (D ) + o2 +’Y2MVM(H )
n,t n=fFn (1 + f)2 Rt \(Pnit+1 e,mn n (1 T F)2 n,t

Finally, we compute

L
Var (Il ;) = Var Z Tt djt
j=1

L
E [migmiCov (B¢, Brojt)] + Var Zﬂ'j,tE(B;L(bj,t)

I
M=
M=

j=11i=j J=1
L L L
=3 Y mmiCouv (B,¢ir, Butst) + > _ m 0 E(B,¢54)°,
=1 i=j J=1

where the second equality follows from the law of total variance and the third from the inde-

pendence of biases across narratives.
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Next, we prove the formula for I,, in Eq. (22). Using the formula for P, ; in Eq. (B10) and

the fact that Epy (Dp¢+1) and 11, 4 are uncorrelated, we compute

Var (Ert (Dpt+1)) + 'y%Var (IL,, +)

Var (Py:) = (1t f)z

Next, using the formula for P, ; in Eq. (B10) and the fact that D,, ;41 and II,, ; are uncorrelated,

we compute

Cov (Dn,t+1a ER,t (Dn,t+1)) _ Var (ER,t—l (Dn,t))

Cov (D, 411.P,) =
ov (Dn.p41, 1) 1+7 1+7

Therefore,

_ [Var (Ery—1 (Dyy))]
" Var (Ert (Dpygs1)) +72Var ()

O
Proof of Proposition 2-(ii) Using Eq. (B11) into Eq. (B6) we have, for i € R,
- ERrtt1 (Dnpy2) = D IT — (14
1, Ere () — (14 7)1y
= Cinn 147 :
) + r
Aggregating across agents and using the market clearing condition gives
E(II,.)
TVae =~(1 —v)| Iy — ——=|. B16
nt =71 =) — == (B16)
O
Proof of Proposition 2-(iii) We have:
C IL,, ¢, 0 Var (6
Corr (Tl 1, 01) — ov (YnIln t, 014) — B(nl) ar (0;,4) 7
VVar (Il ) Var (0,4) Vv Var (v ¢)
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where the first equality follows from the definition of correlation and the second from Eq. (18).

Rearranging terms and taking the absolute value gives

1B (n,1) ‘\/VC”" (Or1) = \/VC”” (YnIlne) x [Corr (T, O14) |,
Summing over [, dividing by >, 0(6;), and using the definition of narrative exposure in Eq. (21)

by gives Eq. (25).

When asset n loads only on narrative [ and narratives are independent, we have
L ZL |Corr ( Bnum _whe g |
Zl |COT‘T (Hmt,el,t) ’ o l n,l szl+w91,t’ 75t
>10(0) 21 0(60)

wb
ZZL |Corr (Tzl‘i‘i;tel,t , 9j,t> |
>10(0h)

= K,

which is independent of 3, v», and 7. O
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OA Data Processing and Construction of Variables

OA.1 News Text Processing

We provide a brief summary of the LDA algorithm and refer interested readers to the original
paper (Blei, Ng, and Jordan, 2003) for a detailed description. LDA gives text a hierarchical
structure, where documents (news articles) are composed of topical narratives containing words.
Precisely, each document has a probability distribution over latent narratives, with parameter
a > 0, and each narrative is defined by a probability distribution over words with parameter
B > 0. « controls the sparsity of narratives in a document, while 8 controls the sparsity of

words in a narrative. LDA treats a document as a mixture of narratives and a narrative as

a mixture of words, such that documents overlap each other rather than being separated into

discrete groups.

Training the LDA algorithm boils down to finding the optimal number of latent narratives
L that best fit the data. Fitting the LDA algorithm on a corpus of documents with a chosen L
yields two outputs: the distribution of word frequencies for each narrative, and the distribution
of narratives across documents. For each document, the narrative distribution is a vector of
loadings that reflect how much attention is devoted to each narrative in the document, such that
higher loading for a particular narrative indicates that the document is more likely associated
with that narrative.

We train the LDA algorithm using standard cross-validation and grid search procedures. We
first convert the processed text corpus into a document term matrix whose rows are the news
articles and columns the unique single words (unigrams) and two-word combinations (bigrams)
in the text corpus, excluding terms that occur in less than 0.5% of the text corpus to reduce
noise. These unigrams and bigrams constitute the feature space for grouping articles into topical
narratives. Next, We use each article’s WSJ section name and year of appearance in the WSJ
archive as a group variable to split the text corpus into five equal train-test folds for cross-
validation. This allows us maintain similar proportion of articles in each section each year
throughout training and validation samples. Finally, we search for the number of narratives, L,

that minimizes (maximizes) the average test set perplexity (log-likelihood) score.

Figure OA1 summarizes the WSJ news text corpus and our machine learning model training.
Panel A shows, on the left axis, the monthly number of news articles in our WSJ historical web
archive, and, on the right axis, the number of words in these articles. We observe substantial
variations in both the volume of publications and the length of publications over time. Panel

B depicts the convergence of the average test set log-likelihood (in millions) to its maximum
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A: Average Number of Articles and Words B: Optimal Number of Narratives
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Figure OA1: Article Counts and Model Training. In Panel A, the figures show the total number of articles
in our WSJ news corpus per month (left y-axis) and the total number of words in those articles per month (right
y-axis) after our preprocessing procedure. Panel B depicts the number of topical narratives in the LDA model
that best characterize our news corpus.

across the number of narratives, L, during the LDA model training. The figure indicates that

33 topical narratives optimally characterize our WSJ text corpus.

OA.2 Information Channels via Variance Decomposition

We obtain the information channels affecting stock returns by two different methods of variance
decomposition. We perform estimation separately for each firm and each year using daily returns
and factor realizations within the year. First, we estimate several linear factor models of the

form

Tnr = Qnt + /BltFT + en,ry (OA17)

where 7, - is stock n’s excess return on day 7 in year ¢, F' is the vector of factor realizations
on day 7. We use the market model, the three-factor Fama and French (1993) model, the
four-factor Carhart (1997) model, and the five-factor Fama and French (2015) model. After
estimating each model for firm n in year ¢ we compute the idiosyncratic variance IdVary,; as
the mean-squared error of the residuals, and the systematic variance SysVar,; as the total

variance minus idiosyncratic variance.

Second, we decompose the total stock return variance following the procedure outlined in
“Appendix A: Estimation of the structural VAR” in Brogaard, Nguyen, Putnins, and Wu (2022).
For the full procedure, we refer our readers to the original paper. Below we outline the major

steps of the procedure (freely copying some parts of the original paper) and specific decisions
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we made in our analysis. The stock return is decomposed into the following parts:

Tr = 2 + Qrmgrm,T + Qach,’r + 97’57’,7' +AST7 (OA18)
N~~~ —— N—— ~~

discount rate  market-wide info  private info  public info ~ noise

where €,,, » is the unexpected innovation in the market return and 0,,,¢,,, - is the market-wide
information incorporated into stock prices, €, - is an unexpected innovation in signed dollar vol-
ume and 0,¢, ; is the firm-specific information revealed through trading on private information,
and &, ; is the innovation in the stock price producing the 0., . that is the remaining part of
firm-specific information not captured by trading on private information. The components above
are obtained from a structural vector autoregression (VAR) model with five lags estimated for

market returns r,, -, signed dollar volume of trading in the given stock x,, and stock returns r:

5 5 5
T'm,s = E a1,1"m,r—I1 + E a2 1Tr—| + § a3 T"r—| + Erm,T
=1 =1 =1

5 5 5
Tr = Z bl,lrm,T—l + Z b?,lxﬂ'—l + Z bS,er—l + Ex,1 (OAlg)
=0 =1 =1

5 5 5
Ty = Z CLiTmr—1 + E €21 Tr—1 + Z C3Tr—1 + Err
=0 =1 =1

The required parameters are obtained by first estimating a reduced-form VAR

5 5 5
_ * * * *
T'm,m = Qg + E aLlrm,‘rfl + § a2,lx7'fl + § a3’ﬂ'7—,l + Crm,T
=1 =1 =1
5 5 5
xr =by+ E bl Tmr—t + g b5z + g b3 Tr—1 + €xr (OA20)
=1 =1 =1

5 5 5
% * * *
rr=¢Cp + CLlrm,T—l + CQ,Z-TT—Z + CS,ZTT—l + Er,r
=1 =1 =1

and then using the reduced form error covariances to recover the structural VAR parameters,

including variances of the residuals afm, 02, and o2.

Parameters 6, , 0, 6, are defined as the long-run cumulative return response functions in
the structural model and are computed by feeding through the reduced model the equivalent
reduced form shocks. We use for this purpose the joint impulse response function derived in

Wiesen and Beaumont (2020).
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The variance components are then computed as follows:
MktInfo =6, o2 , PrivateInfo = 0,02, PublicInfo = 0,02, (OA21)

TmYrp,

Noise = Total Variance — MktInfo — Privatelnfo — PublicInfo.

o1



OB Additional Tables

Narrative Exposure,, IdVary,, SysVar,, Mktinfo,, PrivateInfo,, PublicInfo,; Noise,;

Panel A: Narrative exposure.

Narrative Exposurey, ; 1.000 0.885 0.214 0.432 0.753 0.823 0.748
Panel B: Variance decomposition.
IdVar,: 0.885 1.000 0.136 0.421 0.768 0.904 0.882
SysVary . 0.214 0.136 1.000 0.642 0.168 0.182 0.062
MFktInfon: 0.432 0.421 0.642 1.000 0.409 0.499 0.254
PrivateInfo, 0.753 0.768 0.168 0.409 1.000 0.726 0.523
PublicInfon, 0.823 0.904 0.182 0.499 0.726 1.000 0.687
Noisen 0.748 0.882 0.062 0.254 0.523 0.687 1.000
Panel D: Factor model betas.
Market Betany -0.082 -0.081 0.442 0.276 -0.002 -0.047 -0.119
Size (SMB) Betay, ¢ 0.195 0.154 0.351 0.269 0.196 0.176 0.070
Value (HML) Beta, 4 0.013 0.055 -0.027 0.027 0.019 0.070 0.076
Mom. (WML) Betay, -0.167 -0.180 -0.137 -0.154 -0.152 -0.190 -0.153
Panel D: Fundamentals and market characteristics.
In(Assets)n -0.538 -0.499 0.124 -0.116 -0.399 -0.459 -0.443
In(Market Cap/Assets)y, -0.073 -0.086 0.092 0.058 -0.022 -0.085 -0.145
EBIT, +/Assets, -0.542 -0.484 -0.059 -0.230 -0.456 -0.485 -0.373
Debt,, ;/Assetsy -0.012 -0.000 0.015 -0.021 -0.012 0.006 0.026
Cashy, 1 /Assets, 0.206 0.129 0.099 0.131 0.172 0.128 0.039
PP&E, /Assets, -0.111 -0.075 -0.012 -0.069 -0.088 -0.079 -0.037
Salesy, /Assetsy, -0.060 -0.025 -0.106 -0.080 -0.060 -0.037 0.028
Capexy, 1 /Assets, ; -0.008 0.031 0.039 0.031 0.027 0.039 0.026
R&D,, 1 /Assetsn 0.302 0.232 0.071 0.150 0.267 0.232 0.133
Turnover, ; 0.226 0.116 0.304 0.236 0.251 0.111 0.004
Tliquidityy, + 0.281 0.381 -0.185 -0.046 0.153 0.295 0.487
MAX, 0.737 0.635 0.169 0.307 0.595 0.602 0.519

Table OB1: Correlations for Selected Variables.
The table shows the unconditional correlations among selected variables computed from the firm-year panel data.
Each year, all continuous variables are winsorized at 5% and 95% levels.
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OC Robustness Analysis and Extensions

This Appendix contains the discussions of robustness of our findings and extensions such as

price informativeness interaction with exposure to selected individual narratives,

Sensitivity to recessions. The price informativeness can deteriorate in volatile market regimes
and recessions, during which the stock prices can deviate from their fundamentals and long-terms
levels. Thus, we check the sensitivity of our results by removing from the tests on narrative ex-
posure and price informativeness the years with NBER recession periods (2001, 2008-2009, and
2020). The results in Table OC1 are very similar in coefficient magnitudes and significance to

the analysis in the main text.

One-year horizon Three-year horizon
9) (10) (11) (12) (13) (14) (15) (16)
In(M/A) 4 0.023 0.032 0.033 0.032 0.048 0.061 0.059 0.062
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
In(M/A),+ x Narrative Exposure,, -0.016 -0.015  -0.015  -0.008 -0.029 -0.025 -0.025 -0.017
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
Tlliquidityy, + 0.001 -0.001 0.000 -0.001
(0.211)  (0.011) (0.924) (0.389)
MAX, + 0.001 0.009 0.014 0.011
(0.599) (0.001) (0.129)  (0.001)
DOB,, + -0.009 -0.008
(0.001) (0.001)
Inst. Ownership, ¢, % - - - 0.003 - - - 0.004
(0.001) (0.021)
R? (%) 77.94 79.40 79.46 77.54 57.04 60.31 60.50 55.28
Obs. 3,151 3,151 3,151 946 2,470 2,470 2,470 859
Factor betas - FF4 FF4 FF4 - FF4 FF4 FF4
Fundamentals - Yes Yes Yes - Yes Yes Yes
Sector FE Yes Yes Yes Yes Yes Yes Yes Yes
High Average Exposure -0.009  -0.009 -0.009 -0.004 -0.018  -0.008  -0.006  -0.005

(0.001) (0.001) (0.001) (0.016) (0.248)  (0.330) (0.358) (0.240)

Table OC1: Price Informativeness and Narrative Exposure in Recessions-free Periods.

The table shows aggregate price informativeness (coefficient for In(M/A),:) and its interaction with
Narrative Exposuren: defined in (3). The model is estimated as the two-stage regression (5) for one- and
three-year horizons. The sample period is from 1998 to 2021, with annual frequency, and years with NBER re-
cession periods (2001, 2008-2009, and 2020) removed from estimation. Each year, all continuous variables before
interactions are winsorized at 5% and 95%, and market value In(M/A) is standardized to unit standard deviation.
p—values in parentheses use Newey and West (1987) standard errors with three lags, and are replaced by 0.001 if
smaller. R?*(%) and the number of observations (Obs.) are average numbers from the cross-sectional stage.

Narrative exposure changes and price informativeness. To test the sensitivity of the
quasi-causal analysis provided in Table 7, we repeat the computations using as the threshold
for treated firms 20% and 30% change in rank from one year to the next. The results provided
in Table OC2 show that qualitatively the negative effect on price informativeness is similar
across different thresholds. The significance of the results deteriorates slightly in Panel B for

the one-year horizon, though they remain significant at the 10% significance level.
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One-year horizon Three-year horizon
(1) (2) (3) (4) (5) (6) (7) (8)
Panel A: 20% Rank change
In(M/A)p 0.0095 0.0105 0.0103 0.0102 0.0159  0.0206 0.0206  0.0207
(0.000)  (0.000) (0.000) (0.000) (0.000)  (0.000) (0.000) (0.000)
In(M/A),+ x Treated -0.0035 -0.0043 -0.0040 -0.0038 -0.0084 -0.0077 -0.0073 -0.0074
(0.036) (0.004) (0.012) (0.022) (0.001)  (0.003) (0.004) (0.005)

R? (%) 72.15 72.52 72.70 73.39 46.60 48.11 48.38 49.60
Obs. 51,732 51,732 51,732 51,732 39,222 39,222 39,222 39,222
Panel B: 30% Rank change
In(M/A)p 0.0123  0.0120 0.0120 0.0120 0.0215 0.0244 0.0247  0.0250
(0.000)  (0.000) (0.000) (0.000) (0.000)  (0.000) (0.000) (0.000)
In(M/A)n+ x Treated -0.0042 -0.0044 -0.0040 -0.0040 -0.0146 -0.0138 -0.0133 -0.0137
(0.069) (0.037) (0.057) (0.058) (0.000) (0.000) (0.000) (0.000)
R? (%) 68.48 68.94 69.12 69.90 43.00 44.39 44.67 46.26
Obs. 22,260 22,260 22,260 22,260 16,434 16,434 16,434 16,434
Controls Yes Yes Yes Yes Yes Yes Yes Yes
Sector FE Yes No Yes No Yes No Yes No
Year FE No Yes Yes No No Yes Yes No
Sector x Year FE No No No Yes No No No Yes

Table OC2: Narrative Exposure Changes and Price Informativeness.

The table shows the aggregate price informativeness (coefficient for In(M/A), ) and the change in price informa-
tiveness for firms (coefficient for interaction with T'reated) that experienced a large (20% and 30% rank change)
annual change in the narrative exposure relative to comparable firms. The model (6) is estimated as the absorbing
least squares for one- and three-year horizons (columns 1-4 and 5-8, respectively). Controls include four-factor
betas, fundamental and stock characteristics, and various fixed effects. The sample period is from 1998 to 2021,
with annual frequency. Each year, all continuous variables before interactions are winsorized at 5% and 95%, and
market value In(M/A) is standardized to unit standard deviation. p—values for coefficients in parentheses use
standard errors clustered at year-firm level.

Individual narratives and price informativeness. For the ease of exposition, we also
group most of the originally recovered 33 narratives into a smaller set of 12 narratives, based
on the similarity of their top terms to broader themes by summing 6¢; ; across narratives for
each sub-group on each day. Table OB2 in the Online Appendix shows the top terms associ-
ated with individual narratives and the grouping of the latter into 12 topical narratives based
on manual classification of the top-100 representative unigrams and bigrams. We abbreviate
these topical narratives for the tables as follows: POLY: Politics, REGL: Regulation, MCRO:
Macroeconomy, EQTY: Equity markets, FINC: Fixed income markets, ENGY: Energy markets,
STPL: Consumer staples, HLUTH: Healthcare, AUTO: Automotive, TLCO: Telecommunications
and social media, ENTM: Entertainment, SCHL: College and schooling.

Figure OC1 depicts the evolution of the attention level devoted to the identified topical
narratives, following Eq. (1). There is substantial variation in the level of attention devoted
to each narrative in the WSJ, reflecting the concept that the news media tends to focus on
different narratives at different times, due to changing economic and political conditions, and

the changing interests and sentiments of market participants. For instance, the “Equity markets”
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narrative accounted for a sizeable chunk of the WSJ’s attention allocation in the early sample
period, but declined over time, while attention to “Regulation” and “Political” narratives grew.
Overall, the evident changes in attention allocation to different narratives could impact agents’
perspectives regarding the prospects of individual assets, resulting in trading decisions that may

or may not distort prices.

1.0

Politics

Regulation
Macroeconomy
Equity markets
Fixed income
Energy markets
Consumer staples
Healthcare
Automotive
Telecoms & Social media
Entertainment
College & Schooling
Other

0.8

0.6

0.4

0.2

0.0

2004 2009 2014 2019
Figure OC1: Evolution of Narrative Attention. The figure shows the evolution of attention, from Eq. (1),

dedicated to the identified narratives over time after grouping them into 12 themes.

Table OC3 shows in Panel A that attention to different groups of narratives often moves
in opposite directions (partially, by construction), and one can potentially identify more pre-
cise clusters of topics that inspire interest of media at the same time. Exposure to narratives
(Panel B), however, is always positively correlated across different firms, so that exposure to
any topic can reflect the general sensitivity of a stock price to media talks, which, as we have
seen in the main part of the paper, renders prices uninformative about future fundamentals.

While in the main text we concentrated on the aggregate narrative exposure, now we analyze
whether exposure to individual narrative groups affects the price informativeness. Recall from
the main text that our main model is specified as the Fama and MacBeth (1973) regression of
future earnings h years from today relative to current assets, Eyivn /An,t, on current earnings,
market value relative to assets, In(M,, /Ay ), the interaction of market value and particular

narrative exposure, and controls:

En,t+h
An,t

M M
B by In = by g In = X BRYT| 4 b] Xpg + e, (OC1)
An t An,t An,t

)

= a—i—b(]’h

where h is one or three years, and |3];{""| denotes the narrative exposure of firm n at time ¢
with respect to a particular narrative group. The vector of controls, X, ;, includes the narrative

exposure used in interaction term, four-factor model betas, fundamental variables In(Assets),
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POLY REGL MCRO EQTY FINC ENGY STPL HLTH AUTO TLCO ENTM SCHL

Panel A: Narrative Attention.
POLY 1.000 0.551 -0.180 -0.548 -0.256 -0.080 0.137 0.147 -0.298  -0.369 0.070 0.271
REGL 0.551 1.000 -0.215 -0.606 -0.235 -0.013 0.116 0.204 -0.372  -0.307 0.094 0.218
MCRO -0.180 -0.215 1.000 0.077 0.294 0.184 -0.298 -0.131 -0.022 -0.113 -0.314 -0.334
EQTY -0.548 -0.606 0.077 1.000 0.218 0.008 -0.493 -0.329 0.497 0.375 -0.353  -0.658
FINC -0.256  -0.235  0.294 0.218 1.000 0.142 -0.217 -0.158 0.069 -0.113 -0.218 -0.335
ENGY -0.080 -0.013 0.184 0.008 0.142 1.000 -0.105 -0.084 -0.045 -0.129 -0.136 -0.215
STPL 0.137 0.116 -0.298 -0.493 -0.217 -0.105 1.000 0.059 -0.229  -0.277 0.547 0.691
HLTH 0.147 0.204 -0.131 -0.329 -0.158 -0.084 0.059 1.000 -0.217  -0.057  -0.008 0.197
AUTO -0.298 -0.372 -0.022 0.497 0.069 -0.045 -0.229 -0.217 1.000 0.203 -0.187  -0.302
TLCO -0.369 -0.307 -0.113 0.375 -0.113 -0.129 -0.277 -0.057 0.203 1.000 -0.154  -0.290
ENTM  0.070 0.094 -0.314 -0.353 -0.218 -0.136  0.547 -0.008 -0.187 -0.154 1.000 0.577
SCHL 0.271 0.218 -0.334 -0.658 -0.335 -0.215  0.691 0.197 -0.302  -0.290 0.577 1.000

Panel B: Narrative Ezposure.
POLY 1.000  0.424 0.362 0.221  0.258 0.381  0.352  0.443 0.228 0.275 0.421 0.415
REGL  0.424  1.000 0.407 0.283 0312 0395 0376 0417  0.275 0.338 0.423 0.405
MCRO 0.362  0.407 1.000 0.341 0381 0415 0355 0.373 0.342 0.393 0.397  0.381
EQTY 0.221  0.283 0.341 1.000 0.397  0.336  0.261  0.203 0.422 0.377 0.269 0.263
FINC 0.258  0.312 0.381 0.397  1.000 0355 0307 0.263  0.378 0.334 0.319 0.283
ENGY 0.381  0.395 0.415 0.336  0.355  1.000 0.309 0.375 0.324 0.352 0.398 0.331
STPL 0.352  0.376 0.355 0.261  0.307 0309 1.000 0.347  0.307 0.296 0.378 0.530
HLTH 0443 0417 0.373 0.203 0.263 0375 0347 1.000 0.204 0.297 0.438 0.402
AUTO 0.228  0.275 0.342 0422 0378 0324 0307 0.204 1.000 0.370 0.277  0.285
TLCO  0.275  0.338 0.393 0.377 0334 0352 0.296 0.297  0.370 1.000 0.330 0.298
ENTM  0.421  0.423 0.397 0.269 0319 0398 0378 0438  0.277 0.330 1.000 0.411
SCHL 0.415  0.405 0.381 0.263 0.283 0331  0.530  0.402 0.285 0.298 0.411 1.000

Table OC3: Correlations of Attention Levels and Exposure to Narrative Groups.
The table shows the correlations among narrative attention levels (Panel A) and among narrative exposure levels

(Panel B), the latter computed from the firm-year panel data. Each year, the narrative exposure levels are
winsorized at 5% and 95%.

Debt/Assets, Cash/Assets, Ppent/Assets, Capex/Assets, Sales/Assets, R&D [Assets, and
economic sector dummies (eight one-digit SIC codes after excluding the financial sector). All
continuous variables are winsorized at 5% and 95% for each year in the sample period. The
market value variable In(M/A) is standardized to unit variance each year in the cross-section
so that the coefficient, by j, directly provides the proxy for price informativeness following Bai,
Philippon, and Savov (2016). The coefficient by j,, therefore, reveals how price informativeness

interacts with a particular narrative exposure.

The results in Table OC4 clearly show that price informativeness significantly decreases
for stocks with high narrative exposure for both the one- and three-year future horizons and
for all narratives (except for SCHL for the three-year horizon). The pattern does not seem
to be dependent upon the perceived relevance of the specific narratives to certain economic
fundamentals or industries. This result delivers a profound message: firms whose stock prices
co-vary substantially with media narratives, in general, tend to absorb irrelevant information
that renders prices uninformative. At the end of each panel in Table OC4, we estimate the
marginal change in the incremental price informativeness, i.e., the interaction term, conditional

on periods of high attention level to a particular narrative. For this, we regress the time-
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POLY REGL MCRO EQTY FINC ENGY STPL HLTH AUTO TLCO ENTM SCHL

Panel A: One-year horizon.

In(M/A)p 0.010 0.010 0.010 0.010 0.011 0.011 0.010 0.011 0.010 0.010 0.010 0.011
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

In(M/A),e x |B247|  -0.074  -0.121  -0.150 -0.188 -0.064 -0.052 -0.064 -0.059 -0.015 -0.098 -0.047 -0.107
(0.001)  (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)

R? (%) 79.08  79.08  79.08  79.07  79.10  79.10  79.09  79.09  79.09  79.07  79.08  79.09
Obs. 3151 3,151 3,151 3,51 3,151 3,151 3,151 3,151 3,151 3,151 3,151 3,151
High Attention 20.067 -0.041 -0.006 -0.114 -0.030 -0.028 -0.027 -0.050 -0.008 -0.051 -0.038  -0.061

Marginal Effect (0.001) (0.065) (0.854) (0.010) (0.071) (0.011) (0.206) (0.042) (0.083) (0.001) (0.008) (0.004)

Panel B: Three-year horizon.
In(M/A) ¢ 0.023 0.026 0.027 0.025 0.028 0.027 0.028 0.025 0.029 0.019 0.025 0.012
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.347)
In(M/A)ye x 824" -0.104 -0.204 -0.303 -0.323 -0.114 -0.095 -0.142 -0.107 -0.026 -0.139  -0.082  -0.093
' (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.310)

R? (%) 59.80  59.78  59.76  59.80  59.83  59.92  59.87  59.73  59.89  59.76  59.73  59.96
Obs. 2470 2470 2470 2470 2470 2470 2470 2470 2470 2470 2470 2,470
High Attention 20.048 0102 0125 -0.114 -0.048 -0.046 -0.152 -0.085 0.001 -0.118 -0.075  0.127
Marginal Effect (0.453)  (0.078) (0.197) (0.179) (0.099) (0.053) (0.093) (0.001) (0.864) (0.027) (0.001) (0.548)

Table OC4: Price Informativeness and Narrative Exposure.

The table shows aggregate price informativeness (coefficient for In(M/A), ;) and its interaction with exposure to
arr

selected narrative groups |8,%"|. The model is estimated as the two-stage regression (5) for one- and three-year
horizons (Panels A and B, respectively). Below each panel, the mean interaction term coefficient is computed,
conditional on high (above the mean) attention to a narrative. Controls include four-factor betas, fundamental
variables, and sector dummies. The sample period is from 1998 to 2021, with annual frequency. Each year, all
continuous variables before interactions are winsorized at 5% and 95%, and market value In(M/A) is standardized
to unit standard deviation. p—values in parentheses use Newey and West (1987) standard errors with three lags,
and are replaced by 0.001 if smaller. R?(%) and the number of observations (Obs.) are average numbers from
the cross-sectional stage.

series of the interaction term coefficient b ;, from the cross-sectional stage of the Fama-MacBeth
procedure on a constant and a dummy variable that equals one for the years of high attention
to the specific narrative, defined as periods when attention to the narrative is above its sample
mean, and zero otherwise. We report the coefficient on the dummy variable along with its
p—value. For the majority of narratives for the one-year horizon and for five out of 12 narratives
for the three-year horizon, high attention significantly (at 5% level) exacerbates the loss of
price informativeness for exposed stocks. Which narratives have a stronger marginal effect is
hardly anticipated ex-ante—e.g., the Macroeconomy (MCRO) narrative is insignificant, while

Entertainment (ENTM) and Telecoms & Social Media (TLCO) are both significant.

To illustrate the economic magnitude of these effects, we standardize the absolute narrative
betas each year in the panel data.' For the one-year horizon, the absolute exposure to individual
narratives significantly decreases price informativeness by almost identical magnitudes (—0.006
to —0.007) for a standard deviation increase in the exposures. For the three-year horizon, we
obtain slightly more heterogeneity in economic magnitudes but still find an almost uniform

significance of interaction term coefficients, with the exception of the SCHL narrative.

19Fyll results are available upon request.
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